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(57) ABSTRACT

A method is disclosed for using cell load coupling (CLC) to
manage a radio communications network (RCN), comprising
cells and radio network nodes associated with the cells. The
method comprises determining a CL.C characteristic between
a first and second of the cells. The determining is based on a
cell load contribution that is dependent on a measure of: a
signal received by a receiving node of the first cell from a
transmitting node of the first cell, a signal received by the
receiving node from a transmitting node of the second cell,
and traffic between the receiving node and the transmitting
node of the first cell. One or more network management
functions may be performed on the RCN based on the deter-
mined CLC characteristics. The method and/or the functions
may be implemented by a computer program, a wireless
communications device or a network node.
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1
SYSTEMS AND METHODS FOR
DETERMINING A COUPLING
CHARACTERISTIC IN A RADIO
COMMUNICATIONS NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Application No. 61/522,755, filed Aug. 12, 2011, which is
fully incorporated herein by reference.

TECHNICAL FIELD

This disclosure relates to wireless networks and in particu-
lar networks that implement radio resource control for vari-
ous purposes.

BACKGROUND

Radio resources are scarce and their utilization is typically
controlled at multiple levels of different radio network
phases, such as network dimensioning (i.e., where a rough
estimation of radio resource utilization is performed),
detailed static network planning, network self optimization,
and dynamic radio resource control functions (e.g., admis-
sion and congestion control, scheduling, and load balancing).

Balancing radio resource utilization and ensuring that a
required service quality is met have always been an important
consideration for wireless networks. This consideration is
becoming even more crucial as traffic demand grows and
various types of radio technologies must co-exist. Existing
radio resources (e.g. frequency spectrum) are limited and
expensive and so efficient utilization of such resources is
crucial. Furthermore, increasing diversity in radio devices
and radio nodes of various capabilities may require more
sophisticated algorithms for evaluating resource consump-
tion and controlling the resources utilization.

Efficient radio resource control becomes particularly chal-
lenging in heterogeneous networks where the neighbor cell
sizes and capacity as well as the traffic demand may vary
significantly.

Planning and optimization of wireless networks (e.g., an
LTE deployment), may include managing base station loca-
tion and antenna parameter configuration and algorithmic
approaches for network-level performance evaluation. Find-
ing the optimal network design and configuration requires
solving a combinatorial optimization problem. To select
among candidate configuration solutions, it is essential to
develop system modeling techniques that enable rapid per-
formance assessment of different configurations.

In Universal Mobile Telecommunications System
(UMTS), the system modeling has been primarily based on
power control, where the transmit power of each link is
adjusted to meet a given signal-to-interference-and-noise
ratio (SINR) threshold. By the SINR requirement, the power
expenditure of one cell is a linear function in those of the other
cells. As a result, the power control mechanism is represented
by a system of linear equations, which is sometimes referred
to as UMTS interference coupling.

An alternative approach to the power-control model is the
rate-control scheme, which takes into account the traffic
demand which exhibits a nonlinear relation and is thus more
complex. In this scheme, the performance target is not SINR,
but the amount of data to be served over a given time period.
Among other advantages, this approach makes it possible to
capture the effect of scheduling without the need of explicitly
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modeling full details of scheduling algorithms. The rate-con-
trol-based approach also allows for modeling the system
behavior of non-power-controlled systems (e.g., LTE down-
link). A general formulation of such a system model has been
originally provided in I. Siomina, A. Furuskér and G. Fodor,
“A mathematical framework for statistical QoS and capacity
studies in OFDM networks,” Proceedings of IEEE PIMRC
’09, September 2009, pp. 2772-2776, which is incorporated
by reference herein in its entirety.

Radio network planning and optimization may be per-
formed by specialized programs that may use radio charac-
teristics of the target radio environment as input. Such char-
acteristics may be collected by means of drive tests or
simulated propagation modeling. Radio network planning
and optimization may also be automated and implemented in
the network itself (e.g., as a part of operations and mainte-
nance (O&M) and/or self-organizing network (SON)).

Radio resource management (RRM) is a set of functional-
ities that allow for automatically controlling and balancing
radio resource utilization among different cells of a network
during the network operation. The goal of RRM algorithms is
to maximize radio resource utilization efficiency and ensure
the requested service quality. Specialized programs may be
configured to perform automated RRM algorithms using
radio characteristics of the target radio environment as input
(e.g., collected via drive tests or simulated propagation mod-
eling). RRM may be intra-frequency, inter-frequency or inter-
RAT.

Some examples of RRM functions include radio bearer
control (RBC), radio admission/congestion control, connec-
tion mobility control, dynamic resource allocation and packet
scheduling, inter-cell interference coordination, load balanc-
ing, and others.

RBC:

The establishment, maintenance, and release of Radio
Bearers involve the configuration of radio resources associ-
ated with them. When setting up a radio bearer for a service,
RBC may take into account the overall resource situation in
E-UTRAN, the QoS requirements of in-progress sessions,
and the QoS requirement for the new service. RBC is also
concerned with the maintenance of radio bearers of
in-progress sessions at the change of the radio resource situ-
ation due to mobility or other reasons. RBC is involved in the
release of radio resources associated with radio bearers at
session termination, handover or at other occasions.

Radio Admission Control/Congestion Control:

The purpose of admission control is to determine if the
requested resources are available and to reserve those
resources (e.g., admit or reject the establishment requests for
new radio bearers). To do this, radio admission control may
consider the overall resource situation in E-UTRAN, the QoS
requirements, the priority levels and the provided QoS of
in-progress sessions, and the QoS requirement of the new
radio bearer request. The goal of radio admission control is to
ensure high radio resource utilization (by accepting radio
bearer requests as long as radio resources are available) and at
the same time to ensure proper QoS for in-progress sessions
(by rejecting radio bearer requests when they cannot be
accommodated). Admission control thus addresses the trade-
off between blocking newly arriving service requests and
dropping on-going services for which either the requested
QoS cannot be ensured or which consume a lot of radio
resources and/or have a lower priority.

Connection Mobility Control:

Connection mobility control is concerned with the man-
agement of radio resources in connection with idle or con-
nected mode mobility. In idle mode, the cell reselection algo-
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rithms are controlled by setting parameters (e.g., thresholds
and hysteresis values) that define the best cell and/or deter-
mine when the UE should select a new cell. Also, E-UTRAN
broadcasts parameters that configure the UE measurement
and reporting procedures. In connected mode, the mobility of
radio connections has to be supported. Handover decisions
may be based on UE and eNodeB measurements. In addition,
handover decisions may take other inputs, such as neighbor
cell load, traffic distribution, transport and hardware
resources, and Operator defined policies into account.

Dynamic Resource Allocation and Packet Scheduling:

The goal of dynamic resource allocation or packet sched-
uling is to allocate and de-allocate resources (including buffer
and processing resources and resource blocks) to user and
control plane packets. Dynamic resource allocation may
involve several sub-tasks, such as selecting radio bearers
whose packets are to be scheduled and managing the neces-
sary resources (e.g. the power levels or the specific resource
blocks used). Packet scheduling typically takes into account
the QoS requirements associated with the radio bearers, the
channel quality information for UEs, buffer status, interfer-
ence situation, etc. Dynamic resource allocation may also
take into account restrictions or preferences on some of the
available resource blocks or resource block sets due to inter-
cell interference coordination considerations.

Inter-Cell Interference Coordination:

Inter-cell interference coordination (ICIC) is aimed at
managing radio resources such that inter-cell interference is
kept under control. The ICIC mechanism includes a fre-
quency domain component and a time domain component.
ICIC is inherently a multi-cell RRM function that needs to
take into account information (e.g. the resource usage status
and traffic load situation) from multiple cells. The preferred
ICIC method may be different in the uplink and downlink.
The frequency domain ICIC manages radio resource, notably
the radio resource blocks, such that multiple cells coordinate
the use of frequency domain resources. For the time domain
ICIC, subframe utilization across different cells are coordi-
nated in time through backhaul signaling or O&M configu-
ration of so called Almost Blank Subframe patterns.
Enhanced ICIC techniques are particularly crucial for hetero-
geneous networks where the cell assignment rule may diverge
from the RSRP-based approach. For example, the divergence
may be towards a pathloss- or pathgain-based approach (e.g.,
by means of cell range expansion when e.g. a cell may still be
selected as a serving cell when its RSRP is up to AdB lower
than the RSRP of'the current serving cell). Cell range expan-
sion is a concept that may be exercised for cells with a trans-
mit power lower than neighbor cells, to make it possible
increasing the cell coverage of low-power nodes.

Load Balancing:

Load balancing is aimed at handling uneven distribution of
the traffic load over multiple cells. The purpose of load bal-
ancing is therefore to influence the load distribution in such a
manner that radio resources remain highly utilized, the QoS
of in-progress sessions are maintained to the extent possible,
and call dropping probabilities are kept sufficiently small.
Load balancing algorithms may result in handover (e.g.,
intra-frequency, inter-frequency, inter-RAT) or cell reselec-
tion decisions (e.g., related to frequency or carrier, RAT,
reselection threshold or other reselection parameters config-
ured by the network) aimed at redistributing traffic from
highly loaded cells to underutilized cells.

In LTE, RRM functions such as those discussed above, are
typically performed by an eNodeB. However, the decisions
may be made via a centralized architecture (e.g., via O&M) or
decentralized architecture (e.g., involving X2 interface in
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LTE and UE history information). There may also be semi-
centralized architecture, where some of the RRM-related
decisions, at least in part, are centralized and some are dis-
tributed among the radio nodes.

In performing various RRM functions, such as those
described above, the system may need to perform various
network management actions, such as bearer establishing/
configuration/re-configuration/rejecting/dropping, handover
(e.g., intra-frequency, inter-frequency, inter-RAT), parameter
optimization (e.g., modify parameters related to scheduling
bandwidth, transmit power level, cell selection/reselection
received signal strength or quality thresholds, cell range off-
sets for evaluating candidates for cell reselection, other
parameters used by different triggers, etc.). Such actions may
be based on different parameters, such as requested and/or
estimated current QoS, predicted QoS for a requested service
and/or for in-service bearers, estimated current or predicted
radio resource utilization (e.g., bandwidth utilization or RB
utilization, average transmit power, cell load), with single or
multi-RAT, estimated or configured capacity (or capacity
region) or the maximum acceptable radio resource utilization,
with single- or multi-RAT, and/or on other parameters.

Cell load is one of the classic measures of resource utili-
zation in a cell and, in practice, it depends on traffic intensity
and interference in the entire network. Estimating the cell
load and optimizing load sharing among neighbor cells is
therefore an important but challenging element of RRM algo-
rithms. In LTE, cell load is typically associated with RB
utilization, while in UMTS, cell load is typically associated
with the total transmit power in a cell (Downlink DL) or the
noise rise ratio (uplink UL). The estimation is typically based
on network measurements and/or UE measurements. While
RB utilization in LTE may be estimated over a past time
period (i.e., based on averaging of the amount of utilized radio
resources over the time), it may be desirable to predict and
evaluate the serving or neighbor cell load for a given change
(e.g., an admitted UE or expanded cell range). This and
related problems are addressed by the solutions described in
this disclosure.

SUMMARY

A method is disclosed for determining a coupling charac-
teristic in a radio communications network (which may be a
simulated radio communications network). In some embodi-
ments, the method comprises determining a cell load cou-
pling characteristic between a first and second of a plurality of
cells of a radio communications network. The determining is
based on a cell load contribution that is dependent on: (1) a
measure of a signal received by a receiving node of the first
cell from a transmitting node of the first cell, (2) a measure of
a signal received by the receiving node from a transmitting
node of the second cell, and (3) a measure of traffic between
the receiving node and the transmitting node of the first cell.
In some embodiments, the radio communications network
may be a real or simulated radio communications network.

In some embodiments, the receiving node may correspond
to a wireless communication device served by the first cell,
and the transmitting nodes may correspond to respective
radio network nodes, e.g., eNodeBs in LTE. In a special
example, the two transmitting nodes may be the same radio
network node which manages the serving cell (first cell) and
the second cell interfering to the serving cell. Alternatively,
the receiving node may correspond to a radio network node of
the first cell, and the transmitting nodes may correspond to
respective wireless communication devices.
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In some embodiments, the signal measures may corre-
spond to respective absolute or relative received power levels
of'the signals. The measure of traffic may correspond to traffic
demand, a quality of service demand, a user subscription rate,
a bearer service rate, target bitrate, maximum bitrate, or a
relationship between a traffic demand of the communication
device and one or more resources of the first cell.

In some embodiments, the measures of the signals received
from the first and second cells may be communicated using a
cell selection offset or cell reselection offset configured for
the wireless communication device, i.e., the two signals dif-
ference would not exceed the corresponding cell selection
offset.

In some embodiments, determining the cell load coupling
characteristic may be performed by a radio base station, a
radio network controller (RNC), a self-organizing network
(SON) node, or an operations and maintenance (O&M) node.
In some embodiments, the cell load contribution may be an
aggregate component reflecting contributions of multiple
user equipment devices or bearers.

In some embodiments, the method may further comprise
signaling the cell load coupling characteristic to another net-
work node.

In some embodiments, the method may further comprise
collecting respective cell load coupling characteristics for
couples of the plurality of cells.

In some embodiments, the method may also include per-
forming one or more network management functions based
on the determined cell load coupling characteristic. In some
embodiments, the performing the one or more network man-
agement functions may comprise performing one of the fol-
lowing operations: neighbor cell evaluation, QoS evaluation
and control, load estimation, load prediction, load balancing,
capacity estimation, inter-cell interference coordination, han-
dover, cell range control, admission control, congestion con-
trol, or radio network configuration evaluation.

In some embodiments, one or more network management
functions may comprise any one or more of: (1) optimizing a
heterogeneous network deployment, by using the cell load
coupling characteristic for optimizing cell configuration,
optimizing transmit points configuration, or optimizing
receive points configuration; (2) creating a neighbor catego-
rization, wherein creating the neighbor categorization com-
prises: identitying, based on one or more cell load coupling
characteristics, a first group of the plurality of cells that sig-
nificantly impact the first cell and a second group of the
plurality of cells that do not significantly impact the given
cell; (3) making a single-cell radio-resource utilization deci-
sion for the first cell, wherein making the single-cell decision
comprises: using the cell load coupling characteristic to
evaluate a single-cell change due to an event for the first cell,
comparing the single-cell change to a threshold, and adopting
or rejecting the single-cell change dependent on the compar-
ing to the threshold; or (4) making a multi-cell decision radio-
resource utilization decision for two or more of the plurality
of cells, wherein the decision comprises one or more of:
intra-frequency handover, cell range optimization, load bal-
ancing, reconfiguration of a multi-leg connection on the same
frequency (e.g., CoMP), inter-cell interference coordination,
or radio network planning and optimization actions.

In some embodiments, performing the one or more net-
work management functions may depend on one or more
cell-load coupling system properties chosen from: (1) con-
cavity, (2) asymptotic rate of load growth; (3) uniqueness of
the load solution; (4) lower bounding; (5) existence of the
load solution; (6) upper bounding; (7) solution existence for
the constrained cell-load coupling system.
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In some embodiments, the method may further comprise
determining a cell load coupling matrix. The determining
may be further based on one or more properties chosen from:
(1) concavity, (2) asymptotic rate of load growth; (3) unique-
ness of the load solution; (4) lower bounding; (5) existence of
the load solution; (6) upper bounding; (7) solution existence
for the constrained cell-load coupling system. The cell load
coupling matrix may be used for one or more of: calculating
the cell load of one or more of a plurality of cells of the
wireless communication network; estimating the existence of
a load solution; estimating the feasibility of a network con-
figuration; or performing a network management function.

In some embodiments, an apparatus for radio communica-
tions network management is disclosed. The apparatus may
comprise a cell load coupling calculator configured to use a
cell load contribution to determine a cell load coupling char-
acteristic between a first and second of a plurality of cells of
a radio communications network (which may be a simulated
radio communications network). The cell load contribution
may depend on: (1) a measure of a signal received by a
receiving node of the first cell from a transmitting node of the
first cell; (2) a measure of a signal received by the receiving
node from a transmitting node of the second cell; and (3) a
measure of traffic between the receiving node and the trans-
mitting node of the first cell.

In some embodiments, a computer-readable storage
medium storing program instructions executable by a com-
puter processor to implement a simulation of a radio commu-
nications network is disclosed. The simulated radio commu-
nications network comprises a plurality of cells, including a
plurality of radio network nodes associated with the cells. The
simulation is configured to determine a cell load coupling
characteristic between a first and second of the plurality of
cells, where the determining is based on a cell load contribu-
tion thatis dependent on: (1) ameasure of a signal received by
a receiving node of the first cell from a transmitting node of
the first cell; (2) a measure of a signal received by the receiv-
ing node from a transmitting node of the second cell; and (3)
a measure of traffic between the receiving node and the trans-
mitting node of the first cell.

In various embodiments, at least some of the methods
described herein may be implemented in whole orin partas a
computer program, module, computer software, simulator,
radio network planning tool, radio network dimensioning
tool, emulator, testbed, testing equipment, etc.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated
herein and form part of the specification, illustrate various
embodiments of the present invention and, together with the
description, further serve to explain the principles of the
invention and to enable a person skilled in the pertinent art to
make and use the invention. In the drawings, like reference
numbers indicate identical or functionally similar elements.

FIG. 1 illustrates a radio communications network that
may be managed using cell load coupling information,
according to various embodiments.

FIG. 2 is a flow diagram illustrating a method for using cell
load coupling information for network management, accord-
ing to some embodiments.

FIG. 3 is a flow diagram of a method for collecting and
reporting cell load coupling characteristics, according to
some embodiments.

FIG. 4 is a flow diagram illustrating a method for receiving
and taking network actions based on cell load coupling char-
acteristics, according to some embodiments.
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FIG. 5 is a block diagram illustrating the components of a
communication device (i.e., UE) and a radio node configured
to implement cell load coupling techniques, according to
some embodiments.

FIG. 6 is a block diagram illustrating hardware compo-
nents of a UE configured to participate in cell load coupling
methods, according to various embodiments.

FIG. 7 is a block diagram illustrating hardware compo-
nents of a network node (e.g., base station), according to some
embodiments.

FIG. 8 is a block diagram illustrating a communication
device configured for participating in cell load coupling,
according to some embodiments.

FIG. 9 illustrates three scenarios for a cell coupling system
and the properties described herein.

DETAILED DESCRIPTION

Management of a radio communications network is a com-
plex and essential task for building efficient, high-perfor-
mance wireless networks. For example, planning and optimi-
zation of wireless networks (e.g., an LTE deployment) may
include managing base station location and antenna param-
eter configuration and algorithmic approaches for network-
level performance evaluation. In addition to network plan-
ning, network management decisions must be made during
network operation based on dynamic load conditions in the
radio communications network. Such decisions and adjust-
ments may be made dynamically by automated systems.

Radio resource management (RRM) refers to automated
techniques for making radio communications network opti-
mization decisions. RRM may include a set of functionalities
that allows for controlling and balancing radio resource uti-
lization among different cells of a network during the network
operation. A goal of RRM algorithms is to maximize radio
resource utilization efficiency and ensure the requested ser-
vice quality.

A significant deficiency in prior radio resource manage-
ment techniques is a failure to fully consider the interference
between network cells (e.g., cell towers, antennae, etc.) of the
radio communications network. Interference between cells
may be referred to herein as “cell load coupling.” A more
specific definition of the term is given below. Traditional
network management techniques do not utilize a cell load
coupling concept or cell relation characterizations based on
cell load coupling properties (e.g., taking into account traffic
demand and/or QoS). Consequently, no network manage-
ment algorithms exist for estimating or predicting the load of
cells based on the cell coupling, which may take traffic
demand and/or QoS into account.

According to various embodiments, a concept of cell load
coupling is defined along with a characterization of that cou-
pling. Methods and systems are disclosed for gathering cell
load coupling information in a radio communications net-
work and leveraging that information to make various net-
work management decisions and/or carry out various network
management functions. In various embodiments, cell load
coupling information may be used for network management
decisions/functions such as load and capacity estimation, per-
formance prediction, network control based on cell load cou-
pling characteristics, enhanced QoS control, and traffic-de-
mand driven neighbor classification. Cell load coupling
information may also be used to implement enhanced RRM
algorithms that address problems such as admission control,
inter-cell interference coordination (ICIC), radio network
planning/optimization, single-cell decisions, and multi-cell
decisions. Accordingly, the new cell load coupling concept

10

15

25

30

40

45

50

55

8

may be used to benefit QoS systems, RRM algorithms, and
radio network planning and optimization, such as offline
tools.

Many of the embodiments disclosed herein are described
with more focus on heterogeneous deployments. However,
the proposed solutions are not limited to such deployments,
nor are they limited to the 3GPP definition of heterogeneous
network deployments. For example, the techniques could be
adopted also for traditional macro deployments and/or net-
works operating more than one radio access technology
(RAT). Additionally, although the description is mainly ori-
ented towards downlink operation, the embodiments may
also be adapted for uplink.

In some embodiments, the signaling provided by the pro-
posed solutions may be via direct links or logical links (e.g.
via higher layer protocols and/or via one or more network
nodes). For example, signaling from a coordinating node may
pass another network node.

For downlink, although the many embodiments are
described that use user equipment (UE) to perform network
measurements, it should be understood by those skilled in the
art that “UE” is a non-limiting term and may refer to any
wireless device or node, such as a PDA, laptop, mobile,
sensor, fixed relay, mobile relay or even a radio base station
with the measurement capability. Adding/accepting a UE in a
cell may also be understood as establishing a new radio bearer
in general, and that a “physical” UE may have one or more
radio bearers.

For uplink, a measuring node may be implemented by any
radio node, such as an eNodeB in LTE, relay node, radio
measurement unit, or general radio base station. Adding a
new uplink (UL) connection or a UE may be understood in the
described embodiments as establishing a new radio bearer in
general, and that a “physical” UE may have one or more radio
bearers.

A non-GBR radio bearer in the embodiments may also be
viewed, without limiting the scope of the proposed solutions,
as a GBR radio bearer with a low target bitrate.

A cell may be associated with aradio node. The terms radio
node, radio network node, and eNodeB may be used inter-
changeably herein. A radio node may generally comprise any
node transmitting radio signals used for measurements (e.g.,
eNodeB, macro/micro/pico base station, home eNodeB,
relay, beacon device, repeater, transmit/receive point, etc.). A
radio node may operate in one or more frequencies or fre-
quency bands. The radio node may be capable of CA. A radio
node may also be a single-RAT or multi-RAT node, which
may support multi-standard radio (MSR) and/or operate in a
mixed mode.

In some embodiments, a cell may also be understood as a
physical or logical cell. A physical cell may have its own
Physical Cell ID or PCI while a logical cell may not. A logical
cell may share a PCI with another radio node (e.g., eNodeB).
Some examples of logical cells are Remote Radio Units
(RRUs), relay nodes not creating own cell ID, transmit and/or
receive nodes used with Distributed Antenna System (DAS),
etc.

The term “coordinating node,” as used herein refers to a
network node (which may also be a radio network node) that
coordinates radio resources with one or more radio network
nodes or transmit/receive nodes. A coordinating node may be
a gateway node, a radio controller, a radio node controlling
one or more transmit/receive nodes in a DAS, etc.

The proposed solutions described herein are not limited to
LTE, but may apply to any Radio Access Network (RAN),
single-RAT, or multi-RAT. Some other RAT examples are
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LTE-Advanced, HSPA, UMTS, GSM, cdma2000, WiMAX,
WiFi, or any OFDM-based system.

FIG. 1 illustrates an example radio communications net-
work that may be managed using cell load coupling informa-
tion, according to various embodiments. Although the
described solutions may be implemented in any appropriate
type of telecommunication system supporting any suitable
communication standards and using any suitable compo-
nents, particular embodiments disclosed herein are described
in terms of an LTE network. However, such description does
not limit the scope of embodiments only to LTE networks.

A radio communications network may include one or more
instances of user equipment (UEs) and one or more base
stations capable of communicating with those UEs, along
with any additional elements suitable to support communica-
tion between UEs or between a UE and another communica-
tion device (such as a landline telephone).

In the illustrated embodiment, radio communications net-
work 100 includes two communication devices 110a-1105.
Communication devices 110 may correspond to any UEs,
such as a PDA, laptop, mobile, sensor, fixed relay, mobile
relay or even a radio base station with the measurement capa-
bility. Communication devices 110 are configured to commu-
nicate with any number of entities, including nodes 105, by
sending and receiving radio signals.

Radio communications network 100 includes two radio
nodes 105a-1055 (e.g., base stations) configured to commu-
nicate with communication devices 110. As described above,
a radio node may generally comprise any node transmitting
radio signals, such as an eNodeB, macro/micro/pico base
station, home eNodeB, relay, beacon device, repeater, trans-
mit/receive point, or other node. In the illustrated embodi-
ment, nodes 105q and 1056 may be associated with different
cells.

In various embodiments, one or more of radio nodes 105
may act as a coordinating node that coordinates radio
resources with one or more other radio network nodes or
transmit/receive nodes. In particular embodiments, this coor-
dinating node may represent or include a gateway node, a
radio controller, a radio node controlling one or more trans-
mit/receive nodes in a DAS, or any other suitable node.
Although in some embodiments the coordinating node may
be part of a radio access network, in other embodiments, the
coordinating node may instead be part of a core network or
other portions of the overall communication network in ques-
tion. Furthermore, in certain embodiments, various systems
and solutions described herein may be implemented without
the use of a separate coordinating node, and the base stations
or other elements of the wireless communication network
may instead provide the described coordinating functionality.

According to the illustrated embodiment, communication
devices 110 are configured to communicate with one or more
of radio nodes 105. For example, in FIG. 1, communication
device 110a is communicating with node 105a. Communica-
tion device 1005 is pictured as communicating with node
1055. At any one time, a communication device 110 may be
using a given node 105 to handle a data transfer (e.g., tele-
phone call, text message, internet browsing, etc.).

An important operational goal of a radio communications
network is to provide a sufficient quality of service to network
subscribers (e.g., communication devices 110). In LTE, the
quality of service (QoS) concept is closely related to Evolved
Packet System (EPS) bearers. An EPS bearer may correspond
to the level of granularity for bearer-level QoS control in the
EPC/E-UTRAN. That is, all traffic mapped to the same EPS
bearer may receive the same bearer level packet forwarding
treatment (e.g. scheduling policy, queue management policy,
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rate shaping policy, RLC configuration, etc.). Providing dif-
ferent bearer level packet forwarding treatment may require
separate EPS bearers. An EPS bearer uniquely identifies traf-
fic flows that receive a common QoS treatment between given
user equipment (UE) and a PDN GW or Serving GW.

An EPS bearer is referred to as a GBR bearer if dedicated
network resources related to a Guaranteed Bit Rate (GBR)
value that is associated with the EPS bearer are permanently
allocated (e.g. by an admission control function in the eNo-
deB) at bearer establishment/modification. Otherwise, an
EPS bearer is referred to as a Non-GBR bearer.

Each EPS bearer (GBR and Non-GBR) may be associated
with a QoS Class Identifier (QCI) and an Allocation and
Retention Priority (ARP). QCI is a scalar that is used as a
reference to access node-specific parameters that control
bearer level packet forwarding treatment (e.g. scheduling
weights, admission thresholds, queue management thresh-
olds, link layer protocol configuration, etc.), where the
parameters have been pre-configured by the operator owning
the access node (e.g. eNodeB). ARP describes priority level
information that is used to decide whether a bearer establish-
ment modification request can be accepted or needs to be
rejected due to resource limitations (e.g., available radio
capacity for GBR bearers). The decision is used to ensure that
the request of the bearer with the higher priority level is
preferred. In addition, the ARP can be used (e.g. by the
eNodeB) to decide which bearer(s) to drop during excep-
tional resource limitations (e.g. at handover).

Each GBR bearer may additionally be associated with
bearer level QoS parameters that include a guaranteed bit rate
(GBR) and maximum hit rte (MBR). GBR may denote the bit
rate that the GBR bearer can be expected to be provided.
MBR may limit that bit rate. Excess traffic may get discarded
by a rate shaping function. MBR and GBR may be enforced
by scheduling.

Additionally, there may be various aggregate QoS param-
eters, such as Access Point Name (APN), Aggregate Maxi-
mum Bit Rate (AMBR), and UE-AMBR. While the GBR and
MBR denote bit rates of traffic per bearer, the UE-AMBR/
APN-AMBR denote bit rates of traffic per group of bearers.
Each of those QoS parameters may have an uplink and a
downlink component. The APN-AMBR may correspond to a
subscription parameter stored per APN in the HSS. The APN-
AMBR may limit the aggregate bit rate that can be expected
to be provided across all Non-GBR bearers and across all
PDN connections of the same APN (e.g. excess traffic may get
discarded by a rate shaping function). Each of those Non-
GBR bearers could potentially utilize the entire APN-AMBR,
e.g. when the other Non GBR bearers do not carry any traffic.
GBR bearers are outside the scope of APN-AMBR. Enforce-
ment of the bitrates specified by APN-AMBR for downlink
may be performed by P-GW, whilst for UL this is done in the
UE and may additionally done by P-GW.

The UE-AMBR may be limited by a subscription param-
eter stored in the HSS. The MME may set the UE-AMBR to
the sum of the APN-AMBR of all active APNs up to the value
of the subscribed UE-AMBR. The UE-AMBR limits the
aggregate bit rate that can be expected to be provided across
all Non-GBR bearers of a UE (e.g. excess traffic may get
discarded by a rate shaping function). Each of those Non-
GBR bearers could potentially utilize the entire UE-AMBR,
e.g. when the other Non-GBR bearers do not carry any traffic.
GBR bearers are outside the scope of UE-AMBR. The E-UT-
RAN enforces the UE-AMBR in uplink and downlink.

Elements of a radio communications network may inter-
fere with one another’s operation. For example, if a given
node is handling a high load volume, it may cause increased
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interference, which may degrade service at a nearby node or
in a neighbour cell associated with that node. For example, in
radio communications network 100, transmissions by nodes
105 and/or communication devices 110 create some level of
interference with the other nodes or devices. In the illustrated
embodiment, transmissions from communication device
110a interfere with those from device 1105 by creating uplink
interference with node 105a. Likewise, transmissions from
communication device 1105 interfere with communications
from device 110a by creating uplink interference with node
105a. Furthermore, transmissions from node 105 interfere
with those from node 1055 by creating downlink interference
with communication device 1105 and transmissions from
node 1055 interfere with those from node 1054 by creating
downlink interference with communication device 110a. The
term “cell load coupling,” as used herein, refers to this inter-
ference as it relates to a pair of cells (e.g., two uplink cells or
two downlink cells). Uplink (UL) cell load refers to the inter-
ference coming from devices (UEs) in UL links and downlink
(DL) cell load refers to interference coming from other cells
in DL links, even though in both cases, each of the DL and UL
cells may be associated with a BS. The UL cell is not neces-
sarily the same as the DL cell. It should be noted that an
interference relationship between nodes or devices may not
be reciprocal.

Cell load coupling may have an important impact on net-
work performance. Accordingly, in various embodiments,
cell load coupling information may be gathered and used for
making network management decisions and/or informing
network management actions.

FIG. 2 is a flow diagram illustrating a method for using cell
load coupling information for network management, accord-
ing to some embodiments. Method 200 may be executed
collectively by various nodes and/or entities of a radio com-
munications network, such as 100.

Method 200 begins in 210 by collecting signal measure-
ments from one or more UEs. In some embodiments, the
measurements may indicate signal strength observed by a
given UE. For example, a given node may collect a measure of
its signal strength from each UE with which the node can
communicate. In various embodiments, a UE may report
signal characteristics other than signal strength.

In some embodiments, the signal characteristics that a UE
reports to a given node in 210 may comprise signal charac-
teristics of a signal received by the UE from the node and
signal characteristics of signals received by the UE from one
or more other nodes. In this manner, a network node may
collect comparative characteristics of signals received by the
UEs from the node and those received by the UE from neigh-
bouring nodes.

In 220, the measurements received in 210 are used to
calculate cell load coupling characteristics, as described in
detail herein. Once the cell load coupling characteristics are
calculated in 220, a network manager may use the calculated
characteristics to perform any number of network manage-
ment functions, as in 230, which is optional.

The term “network management functions” may refer
broadly to any actions that modify the network configuration,
to any calculations that support network monitoring, any
calculations that support network management decisions, etc.
For example, a network management action may refer to
using the cell load coupling information for optimizing cell or
transmit points, or the action may refer to performing cell
evaluation, QoS evaluation/control, load estimation, load pre-
diction, cell range control, etc. Many examples of network
management actions are described in more detail below.
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The term “network manager” may refer to any entity con-
figured to perform network management functions. In some
embodiments, the network manager may correspond to a
single coordinating entity (e.g., coordinating node), to a
group of nodes, a node in the core network, and/or any other
entities capable of network management functionality.

In various embodiments, collection step 220 may be per-
formed by various entities. For example, in some embodi-
ments, step 220 may be performed by the network manager.
In such an embodiment, nodes that collected the UE measure-
ments in 210 may simply report those measurements to the
network manager and, in 220, the network manager may use
the measurements to calculate cell load coupling character-
istics. In other embodiments, step 220 may be partially
executed by the collecting nodes. For example, in 220, each
node that collected measurements in 210 may use those mea-
surements to calculate cell load coupling characteristics
between itself and neighbouring nodes. In such embodi-
ments, the nodes may then report the calculated characteris-
tics to the network manager.

FIG. 3 is a flow diagram of a method for collecting and
reporting cell load coupling characteristics, according to
some embodiments. Method 300 of FIG. 3 may be executed
by a node of a radio communications network, such as any of
nodes 105 of FIG. 1.

Method 300 begins in 310 where the node collects signal
comparison measurements from one or more UFEs. For
example, a UE may report the signal strength of the node and
the signal strength of various other nodes with which the UE
can communicate.

In 320, the node uses the reported measurements to deter-
mine cell load coupling characteristics between it and one or
more other nodes. For example, if a UE reports (in 310) the
signal strength of the node and four other nodes, the node may
use this information to calculate cell load coupling character-
istics between it and the other four nodes. The calculation of
these characteristics is described in more detail below.

In 330, the node reports the determined cell load coupling
characteristics to the network manager, such as a central
coordinating node.

FIG. 4 is a flow diagram illustrating a method for receiving
and taking network actions based on cell load coupling char-
acteristics, according to some embodiments. The method of
FIG. 4 may be executed by a network manager capable of
performing network management functions. In various
embodiments, the method of FIG. 4 may be performed by a
single coordinating network manager or by a number of net-
work managers. In some embodiments, the network manage-
ment functionality may be completely distributed such that
method 400 may be performed by any number of nodes in a
radio communications network.

Method 400 begins in 410 where the network manager
receives cell load coupling characteristics from one or more
nodes. The cell load coupling characteristics that the network
manager receives in 410 may correspond to those reported by
thenodes in 330 of FIG. 3. In some embodiments, the network
manager may receive direct UE measurements in 410 (rather
than cell load coupling characteristics), and use those mea-
surements to calculate the cell load coupling characteristics
between nodes in the network.

In 420, the network manager uses the received cell load
coupling characteristics to build a cell load coupling matrix.
For example, for N nodes, the network manager may build an
NxN matrix where each cell corresponds to a unique combi-
nation of two nodes. In such a matrix, cell C[i][j] may corre-
spond to the impact (e.g., interference) of node i on node j. A
matrix is used here only for illustrative purposes, and it will be
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understood by one skilled in the art that various other data
structures may be used in place of a matrix. In various
embodiments, the matrix elements may be the characteristics
themselves or some function of the characteristics. The spe-
cific elements used in the matrix may vary depending on the
network management actions that the matrix is intended to
support.

FIG. 5 is a block diagram illustrating the components of a
communication device (i.e., UE) and a radio node configured
to implement cell load coupling techniques, according to
some embodiments. Communication device 500 may corre-
spond to any UE, such as any of communication devices 110
of FIG. 1. Node 550 may correspond to any network resource
node, such as any of nodes 105 in FIG. 1.

According to the illustrated embodiment of FIG. 5, com-
munication device 500 comprises signal transmit logic 505,
signal receive logic 510, and cell load coupling logic 515.
Each of components 505-515 may contain additional sub-
components not illustrated in FIG. 5.

Signal transmit logic 505 may be configured to transmit
digital data via an analog signal (e.g., signal 520) for com-
munication with other devices. For example, transmit logic
505 may take digital data and create an analog signal that
represents the digital data. To create the analog signal, the
signal transmit logic may include standard transmission com-
ponents, such as a modulator configured to modulate data
according to a given protocol (e.g., GMSK). Communication
device 500 may use signal transmit logic 505 to create signal
520 and thereby communicate with node 550.

Signal receive logic 510 may be configured to receive
digital data via an analog signal (e.g., signal 520) that was sent
by another device (e.g., node 550). Signal receive logic 510
may include standard components, such as a demodulator
configured to demodulate a signal according to a given pro-
tocol.

Cell load coupling logic 515 may be configured to gather
and report cell load coupling information (e.g., measure-
ments usable to calculate cell load coupling characteristics),
as described herein. In some embodiments, cell load coupling
logic 515 may include logic for measuring various character-
istics of a signal received from various nodes, such as node
550, and to transmit those measurements to a network node
(e.g., node 550, network manager, etc.).

In some embodiments, cell load coupling logic 515 may
take and report the signal measurements in response to a
prompt from a network node. In various embodiments, the
prompt may be a one-time prompt or an indication of a report-
ing schedule. For instance, node 550 may indicate to commu-
nication device 500 that it is to report signal measurements to
node 550 every N-seconds. In response to receiving such an
indication, cell load coupling logic 515 may be configured to
collect and transmit signal measurements according to the
indicated schedule.

According to the illustrated embodiment, node 550 com-
prises signal transmit logic 555, signal receive logic 560, cell
load coupling calculation logic 565, cell load coupling distri-
bution logic 570, and network management logic 575. Each
of components 555-575 may contain additional subcompo-
nents not illustrated in FIG. 5.

Node 550 is configured to communicate with communica-
tion device 500 via signals, such as signal 520. Signal trans-
mit logic 555 and signal receive logic 560 may serve analo-
gous functions to signal transmit logic 505 and signal receive
logic 510 of communication device 500. That is, signal trans-
mit logic 555 may create a modulated signal to communicate
with any number of other nodes or communication devices
(e.g., 500) and signal receive logic 560 may receive and
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decode a modulated signal sent by another node or commu-
nication device (e.g., 500). Accordingly, signal receive logic
560 may receive signal measurements from communication
device 500, as in step 310 of method 300.

Node 550 also includes cell load coupling calculation logic
565, which may be configured to calculate cell load coupling
characteristics based on received signal measurements, as
described herein. Accordingly calculation logic 565 may use
received measurements to calculate cell load coupling char-
acteristics, as in step 320 of method 300.

Node 550 further comprises cell load coupling distribution
logic 570, which may be configured to distribute cell load
coupling characteristics (i.e., those calculated by logic 565) to
other nodes, such as a network manager. In some embodi-
ments, distribution logic 570 may be configured to send the
coupling characteristics directly to a central network man-
ager. In other embodiments, distribution logic 570 may be
configured to report coupling characteristics to the network
manager by cooperating with analogous distribution logic on
other radio nodes of the network. For example, the distribu-
tion logics of multiple nodes may be organized into a report-
ing hierarchy (e.g., tree structure) to facilitate reporting and
reduce load on the network manager. Accordingly, cell load
coupling distribution logic 570 may report cell load coupling
characteristics, as in step 330 of method 300.

In embodiments with multiple network managers, or
where the network management is fully distributed, distribu-
tion logic 570 be configured to distribute the cell load cou-
pling characteristics according to a distributed protocol. The
particular protocol may vary depending on the number and/or
nature of network managers in the system.

In the illustrated embodiment, node 550 includes network
management logic 575, which may be configured to perform
network management functions. As discussed above, net-
work management functions may include making network
management decisions, performing calculations in support of
network management decisions, initiating and/or performing
any network management actions, as described herein.
Accordingly, network management logic 575 may be config-
ured to perform step 430 of method 400.

As shown in FIG. 5, a given network node may host net-
work management functionality, such as network manage-
ment logic 575. In various embodiments, network manage-
ment logic maybe hosted on a dedicated node or on a normal
node that supports subscriber load. In embodiments where a
network node hosts network management logic (e.g., node
550), cell load coupling calculation logic 565 may perform
additional functionality, such as creating a cell load coupling
matrix, as in step 420 of FIG. 4.

It is to be understood that the components illustrated in
FIG. 5 are illustrative and that in various embodiments, com-
munication device 500 and/or node 550 may include fewer or
additional components not illustrated. Furthermore, func-
tionality described with relation to particular components
and/or the components themselves may be subsumed into
other components.

As discussed above, according to various embodiments,
network nodes may collect measurements from UFEs, calcu-
late cell load coupling characteristics, and report those char-
acteristics to one or more network managers. The network
manager(s) may then use the cell load coupling characteris-
tics to perform various network management functions.

FIG. 6 is a block diagram illustrating hardware compo-
nents of a UE configured to participate in cell load coupling
methods, according to various embodiments. UE 600 of FI1G.
6 may correspond to communication device 500 of FIG. 5
and/or any of communication devices 110 of FIG. 1.
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Although the illustrated UEs of FIGS. 1 and 5 may represent
communication devices that include any suitable combina-
tion of hardware and/or software, these UEs may, in some
embodiments, represent devices such as the example UE
illustrated in greater detail by FIG. 6.

As shown in FIG. 6, the example UE includes transceiver
605, processor 610, memory 615, and antenna 620. In par-
ticular embodiments, some or all of the functionality
described herein as being provided by mobile communication
devices or other forms of UE may be provided by the UE
processor executing instructions stored on a computer-read-
able medium, such as the memory shown in FIG. 6. Alterna-
tive embodiments of the UE may include additional compo-
nents beyond those shown in FIG. 6 that may be responsible
for providing certain aspects of the UE’s functionality,
including any of the functionality described above and/or any
functionality necessary to support the solution described
above.

FIG. 7 is a block diagram illustrating hardware compo-
nents of a network node (e.g., base station), according to some
embodiments. Node 700 of FIG. 7 may correspond to node
550 of FIG. 5 and/or to any of nodes 105 of FIG. 1. Although
the illustrated network nodes of FIG. 1 may include any
suitable combination of hardware and/or software, these ele-
ments may, in particular embodiments, represent devices
such as those illustrated in greater detail by FIG. 7.

As shown in FIG. 7, node 700 includes transceiver 705,
processor 710, memory 715, network interface 720, and
antenna 725. In particular embodiments, some or all of the
functionality described herein as being provided by a mobile
base station, a base station controller, a node B, an enhanced
node B, and/or any other type of mobile communications
node may be provided by the base station processor executing
instructions stored on a computer-readable medium, such as
the memory shown in FIG. 7. Alternative embodiments of the
base station may include additional components responsible
for providing additional functionality, including any of the
functionality identified above and/or any functionality neces-
sary to support the solution described above.

Cell Load Coupling Overview

According to various embodiments, cell load coupling
characterizations may be used to provide various functional-
ity, such as methods of determining the feasibility of a given
traffic demand and network configuration from the system
capacity point of view, methods of determining network
capacity, methods of determining the relation between two
cells based on cell coupling with traffic demand being taken
into account, methods for estimating cell load based on the
bounding approach exploiting cell coupling information, and
others. As discussed above, such methods may be imple-
mented in a network node or in any test or trial system (e.g.,
one comprising a set of test network node equipment, UE
equipment, test equipment, emulators, and/or simulation
tools) or in a simulator.

Although the embodiments described herein are mainly for
downlink, the cell load coupling concept may also be adopted
for uplink. Further, the concept may also be used for estimat-
ing the load on specific time-frequency resources (which may
be a subset of all time-frequency resources in the system (e.g.,
in case the resources are reused in time and/or frequency such
as full reuse or fractional resource reuse) or specific physical
signals (e.g., downlink or uplink reference signals) or chan-
nels (e.g., control or data channels).

Example applications of the concept (e.g., load balancing
and admission control, etc.) are described below. The possible
set of nodes that may utilize the concept described herein
depends on the application and its implementation (e.g., cen-
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tralized, semi-centralized or distributed). Some examples of
such nodes are radio nodes (e.g., eNodeB in LTE) and a
controlling node (e.g., a radio node coordinating other radio
nodes, e.g., RNC in UMTS or donor eNodeB in LTE; a
network node coordinating other radio nodes, e.g., SON
node, O&M node, etc.).

Load Coupling System Specification

The following notation is used herein to describe the cell
load coupling system:

N={1, ..., n}: set of cells

J: Set of area elements covered by the network, each cor-

responding to a point of a geographical size, e.g., a pixel
of a grid map over the network area or a UE location.

J;: The subset of J served by cell i

d;: Traffic demand of area element j (e.g., with unit bit),

specified for the frequency-time domain, for which the
cell load coupling characteristics are analyzed and used
by the network.
g, Total power gain between antenna of cell i and area
element j

P,: Power spectral density per minimum-size resource unit
(RU) in scheduling

o?: Power spectral density per minimum-size resource unit
(RU) in scheduling

B: Bandwidth per RU

K: Total number of available RUs in the frequency-time

domain

p=(P15 P2s - - - 5 P,p): Cell load vector

The term “cell load” used herein is a non-negative real
number that represents the proportion of RUs scheduled for
transmission for serving traffic demand. Statistically, the load
of a cell may also be viewed as the probability that the cell
generates interference to other cells in a set of resources with
a reuse factor of one.

The term “cell load coupling” refers to the relationship
between the elements in the cell load vector for a multi-cell
network or its part. The coupling relation originates from
inter-cell interference. The term “cell load coupling system”
is a mathematical form of cell load coupling.

The signal to interference plus noise ratio (SINR) of area
element j served by cell iis calculated by Equation (1). In the
equation, the first term of the denominator contains a scaling
by the cell load values as probability of inter-cell interference.
Hence the SINR is a function of the load vector p=(p,,

pzs . ~spn)'

Pigi (1

2 Pugipr +0?
keN ki

SINR;(p) =

The effective data rate, in bits per RU, delivered to an area
element j in J; is calculated by Equation (2).

Rate;(p)=B log,(1+SINR(p)) 2)

To satisfy traffic demand d , the number of required RUs
equals d/Rate(p). The overall required RUs in cell i is

Z dj/Rate;(p).

Jedi

The ratio between this number and K defines the load of 1, that
is, the proportion of RUs required for transmitting data. The
equation of the load of cell i is given in Equation (3).
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1 d
filp) = EJGZJ:

i
Rate;(p) -

T log|l+ —————
! 2 Pugpr+0?
keN-k#i

7
KB [1 R Pigy

Observation 1:

It follows from Equation (3) that the load of a cell i may be
described as a sum of the ratios of the normalized demand to
the experienced rate, where the sum is taken over all UEs/
bearers in the cell, i.e.,

normalizedDemand;
Rate ;(0)

filp) = Z

jed;

Further, a term for element j in the sum may also be an
aggregate term (i.e., may represent multiple UEs/bearers),
and normalizedDemand, may be an aggregate or average nor-
malized traffic demand, and Rate(p) may be an aggregate or
average rate. For example, the aggregate term may be defined
to model performance of a small hotspot where a number of
users may have similar propagation and interference condi-
tions, e.g., for some jeJ; the corresponding term may be
defined as

normalizedDemandj
Rate;(p) -

normalizedDemand
Rate(p)

with M as the number of UEs in the hotspot, and normalized-
Demand is the average demand among the M UEs in the
hotspot. In yet another example,

normalizedDemandj
Rate;(p)

may approximate

normalizedDemandm

Rate;,(p)

2

q

where UE/bearer q belongs to group j.

In Equation (3), function f,, defined on R,"~'—R_, char-
acterizes the coupling relation between cell load p, and those
of'the other cells in the network. In compact notation, a vector
of functions f=(f , . . ., f,) is used. Except the load vector p,
all other terms in the functions are constants in system char-
acterization. In compact notation, the cell load coupling sys-
tem is given by Equation (4).

p=Alp)p=0 (©)]

A solution to the load coupling system refers to a non-
negative real-numbered vector p satisfying Equation (4). In
characterizing the system, its solution is not restricted to be at
most one. For a solution containing elements greater than one,
the values give valuable information on the severity of over-
loading as well as how much additional spectrum would be
required to satisty the traffic demand, and thus may also be
viewed as a means to characterize the performance of the
system or set of cells in an area. The load in the system is a
solution to (4). Finding this solution may involve solving the
non-linear system of equations (4). In practice, however,
without directly solving (4) one can exploit the properties of
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this system for estimating, predicting and optimizing the load
in the network, which may be crucial for optimizing network
performance in certain embodiments.

Properties of the Cell Load Coupling System

The function f=(f,, .. ., f ,) in the load-coupling system has
four basic properties. These properties follow from Equation

@3-
For each i=1, . .., n, f, is strictly increasing.
Foreachi=1, ..., n, f; does not depend on the load of cell

i

The function is strictly positive, even if interference is zero,
that is f(0)>0.

The function is continuous and at least twice differentiable.

Some additional notation is now introduced for the purpose
of compactness of the equations below:

j€J: The parameter captures the relation between cell resource
and the traffic demand of an area element.

Prgij
Pigy’

bij =

ieN, jeJ;: The parameter gives the difference in the received
signal strengths between cells i and k at area element j.

0,2
i = 5=,
YT Py
ieN, jel;: The parameter captures the relation between the
received serving signal and noise power at area element j.

Uii(p) = Z binifon + cijs
heN i

ieN, jelJ,;: The parameter defines the total interference and
noise, scaled by the received signal strength of the serving
cell.

Using the notation given above, the partial derivative of
function f, in the load of cell k is given in Equation (5).

af by 1

EP :ln(2)§ ak.J 1 Ty
—4 lnz(l + ]U;z- (1 + —]
= T )T T

®

ik, eN, ik

For any given load vector p, the partial derivative

9f;
dpx

is the first-order approximation of the load growth of cell i in
the load of cell k. This can be used as a metric for the impact
of interference of cell k on cell i.

Seven properties may be derived for a cell load coupling
system. A respective mathematical proof for each property is
provided in Appendix A below. In some embodiments, a
subset of the seven properties may be derived.
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Property 1 (Concavity):

For all ieN, f, is strictly concave in R,"".

By Property 1, the unit increase of cell load, represented by
the partial derivative, becomes monotonically smaller when
interference grows. Therefore, the system is most interfer-
ence-sensitive in the low-load region.

A key characterization of the load coupling system is the
asymptotic rate of load growth. In addition to being mono-
tonically decreasing (by Property 1), the first-order partial
derivative converges to a positive constant at limit.

Property 2 (Asymptotic Rate of Load Growth):

. af; by . ,
Lty oo Tor = ln(Z)Z o keN,itk
Jedi

By Property 2, the shape of the load function converges to
a hyper plane with constant slopes in all dimensions when
load grows. The unit impact of interference on cell load is
monotonically decreasing (Property 1) but does not diminish,
because it is bounded from below by the limit values given in
Property 2. At limit, the cell load coupling system approaches
a linear equation system. Discussed below are a few non-
limiting examples of using linear equation systems charac-
tering cell load coupling for different network functions such
as admission control, load balancing, and network planning
and optimization.

An advantage provided by Property 2 is the simplicity and
the small amount of information necessary for evaluating
network configuration or different single- or multi-cell deci-
sions.

A solution satistying the cell load coupling system in
Equation (3) is a stable working point. At this point, the load
vector reaches equilibrium (i.e., no resources more than nec-
essary are consumed, and all traffic demands are satisfied, if
the solution exists).

The next fundamental property of cell load coupling is the
uniqueness of such an equilibrium, provided that it exists.

Property 3 (Uniqueness of Load Solution):

p=t(p) has at most one solution in R,”.

According to Property 3, in various embodiments, cell load
coupling avoids arbitrariness in determining the system state
for any network and traffic scenario. In such embodiments,
this system property may be a necessary condition (e.g. for
admission control and load balancing mechanisms based on
the cell load coupling system).

Next, sufficient and necessary conditions for the existence
of the solution to the load coupling system are derived. The
conditions are derived based on the linear system defined in
Equation (6).

p=Hp+A0) Q)
In Equation (6), H® is a nxn square matrix. All diagonal

elements of the matrix are zeros. For row i and column k with
i=k, the matrix element

b.k.
0 _ ik
HY _1n(2)§ —.

jelp

This is the limit value of the partial derivative (Property 2).
The right-hand side of Equation (6) is a linear function in
load. By Properties 1 and 2, the linear function is an approxi-
mation of the cell load coupling system, and the accuracy of
the approximation improves by load. As used herein, the term
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“cell load coupling matrix” refers to matrix H®. Note that the
definition of the cell load coupling matrix and the cell load
characteristics introduced later is another embodiment.

Property 4:

H°p+1{0)=1{p) for any load vector p=0.

Property 4 states that the solution to linear system (6) gives
a lower bound on the solution to the non-linear system (4).

Lemma 1:

HOp+1f(p)<f(p) for any lower bound p. By Lemma 1, if 0 is
a lower bound, the solution to p=H°p+f(p) is also a lower
bound to the solution of the non-linear system (4). This prop-
erty is exploited in the bounding principle described herein.

A key property of the next aspect is the characterization of
solution existence by means of the linear Equations (6). By
this property, the two systems are equivalent in solution exist-
ence. The property is formulated as:

Property 5:

The cell load coupling system (4) has a solution, if and only
if the linear equation system (6) has a solution.

Properties 4-5 enable the following: (1) determining
whether or not a given traffic demand may lead to congestion
in at least some network parts or can be supported at all in the
network with a given network configuration, (2) determining
the inherent system capacity limit that is solely dependent on
the network deployment structure by exploiting Property 5;
(3) providing simple means for evaluating “how good” (i.e.,
close to a desirable state) a given network configuration is,
which is important when comparing different configurations;
(4) provide an optimistic estimation of the cell load vector.

Property 6 (Upper Bounding): )

H(p)(p-p)+f(p)=f(p) for any load vector p=0 and p>0.

According to Property 6, the solution to system p=H(p)-
(p—f))+f(f)) (which s a linearization of non-linear system (4)),
where H(p) is the Jacobian of f(p) evaluated in p, gives an
upper bound on the solution to the non-linear system (4). The
elements of the non-diagonal Jacobian are defined by Equa-
tions (5), whilst the diagonal elements are zeros. In one
example, p may be the solution to system (6), i.e., p=Hp+f
(0).

The next property addresses a cell-load coupling system with
a load constraint added such as in (7) where the maximum-
bound vector p”*** is introduced to limit p. This limit may be
e.g. a vector of ones, i.e., no cell load can exceed 100% or it
may contain elements, p,, having any values in the range of (0,

P ]
p=A1p),p=0,p=p™* @]

Property 7 (solution existence for the constrained cell-load
coupling system): if the above system (7) has a solution, then
it is sufficient and necessary that O<p(p™“)=p™**, where
p(p™“") may be a solution to linear system p=H(p™“*)-(p-
P H(p™ ), e, p(p™)=(I-H(p™ )™ -(-H(p™*)-p" "+
f(p™).

FIG. 9 illustrates three scenarios for a cell coupling system
and the described herein properties. The figure also shows the
true load solution, the lower bound, and the upper bound. (a)
Feasible solution within network capacity, i.e., 0=p=1 (dotted
lines in all three figures indicate the solution space bounded
by cell load levels equal to 1.0); (b) Feasible solution beyond
network capacity, i.e., p;>1 for at least some i; (¢) Infeasible
system, i.e., no solution to equation system (6) or to equation
system (4).

Cell load coupling matrix H° has been introduced above.
Generally, each non-diagonal element (i,k) of the matrix cap-
tures the aggregate impact of cell k on cell i and more spe-
cifically the sum of load contributions of individual points
receiving a service in cell i, that is,
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i

aj

Y

J

where L1 is a scaling factor, and each individual load contri-
bution j comprises two components: (1) component b captur-
ing the difference in the received signal characteristics (re-
ceived signal strength, in particular, or pathloss difference if
the transmit power is the same) between the cells k and 1, and
(2) component a capturing the traffic demand and/or QoS. In
this aspect, the more general term “cell load coupling char-
acteristic”, may be used. In some embodiments, the charac-
teristic comprises at least one component b and at least one
component a. In one example, the characteristic may be of the
form

by

aj

“)

=

where L is a positive number (which may also equal 1), set J,
comprises at least one element j, and element j may be a UE
or a bearer served in cell i or it may also be an aggregate
component reflecting multiple UEs and/or bearers.

In another example, the cell load coupling characteristic
may be associated with a certain traffic type (e.g., a specific
GBR service, or a pre-defined traffic demand). In yet another
example, the component a may be the same for all or a group
of individual load contributions. In this example, naturally,
when a, is the same for all jeJ, (e.g., the cell i provides service
with the same QoS for all UEs), it may be captured in | or
alternatively the cell load coupling characteristic capturing
the impact of cell k on cell i may be represented as

ES b

=

Other variants are also possible. For example, cell load
coupling characteristic may additionally include a “correc-
tion factor”, e.g., approximating or corresponding to

1
]Ug-(p)(l +

lnz(l +

1
Uy(p) Uij(p)]

in Equation (5), where

Uii(p) = Z binjpr + cij
hENTeti

is as defined above. Note that U,(p) may be obtained in
practice for a current load in the network (e.g., from interfer-
ence and noise measurements or SINR and SNR reports).

In general, a cell load coupling characteristic characteriz-
ing the impact of one cell on the other cell captures traffic
characteristics and signal characteristics of the two cells or
their relation. The signal characteristic may be obtained from
signal measurements (e.g., neighbor and serving cell
RSRP—see the examples of measurements described
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herein). The traffic and/or QoS characteristic are typically
also known, e.g., from the requested service type, QoS
parameters, user subscription, etc.

Cell load coupling characteristic may be associated with a
certain RAT and/or a set of time and/or frequency resources,
e.g., frequency subbands, time slots, low-interference sub-
frames, etc. The various use cases of the cell load coupling
characteristic are described further herein.

The b-component in the cell load coupling characteristic in
the previous examples is closely related to the cell selection/
reselection offset A. In particular, if cell i is the serving cell
and cell k is the neighbor, then for this pair of cells and a user
j» the current user-specific offset in linear scale is A,=b,,,. In
heterogeneous networks, the offset characterizing the cell
range expansion when A>0 or cell range shrinking when A<0
with respect to a UE, group of UEs or all UEs is the maximum
offset with which the user will stay in cell i, i.e. A <A, where
Aisthe linear-scale version ofthe offset A. So, for user j which
is in handover to cell i the optimistic estimation of the poten-
tial contribution to the cell i’s load coupling characteristic (if
the user is admitted in cell 1) is

i

As explained in more detail below, the above observation may
also be used, for example, for optimizing the cell range of
cells in a network, which is particularly advantageous in
heterogeneous deployments).

Cell Load Estimation Using Cell Load Coupling

Solving the non-linear system (4) directly is not trivial,
although the solution may be approached numerically (e.g.,
using Newton-Raphson method). The method, however, does
not provide the quality of the numerical solution. Further, it
may not be possible to control the solution quality. Control-
ling solution quality is enabled by the bounding principle
described below. The principle based on the cell load cou-
pling properties, in addition to the simple means provided by
Property 5 for verifying the solution existence for system (4).

Property 4 formulates the lower bound (LB) on the load
solution to the non-linear system (4), i.e., the solution, let it be
denoted by p~?, to the linear system of equations p=H"p+{(0)
is a LB to the solution to the non-linear system (4). Solution
p~? always exists whenever the non-linear system (4) has a
solution.

Property 6 formulates the upper bound (UB) on the load
solution to the non-linear system (4). More specifically, the
solution, let it be denoted by p®?, to the linear system of
equations p=H(p)-(p—p)+1{(p), if exists, is an UB to the solu-
tion to the non-linear system (4). Approximating a load solu-
tion using the bounding principle may comprise the following
steps:

step (1) specify one or more stopping criteria, e.g., the
target solution quality e (the acceptable difference between
the upper and the lower bounds) or the maximum number of
steps;

step (2) define the lower bound as the load vector p*Z (in
some embodiments, the initial load vector and the lower
bound is based on the solution to system (6) (Property 4);

step (3) use Property 6 to find the new UB p®? as a solution
to the system p=H(p™®)-(p-p*®)+f(p™?) (note that a solution
to system p=H(p"®)-(p-p“?)+t(p"?) with respect to p will
also give an improved UB, but requires knowing p“Z from a
previous step);
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step (4) if a stopping criterion is met (e.g., the distance
between the UB p®? and the LB p*? does not exceed €), return
p~? and p¥% and stop. Otherwise, go to step (5);

step (5) update p™% and return to step (3). The new p™? may
be found as a solution to p=Hp+f(p™%) where p*? is the
vector used in step (4).

The convergence property of the algorithm above may also
be used as a basis for cell load estimation or prediction in a
distributed way, which may be exploited by RRM algorithms,
which is another aspect of certain embodiments of the pro-
posed solutions.

Capacity Estimation Using Cell Load Coupling Informa-
tion

The problem addressed by this aspect is finding the maxi-
mum scaling factor k such that the system p=k-f(p), p=0 still
has a solution (i.e., finding an upper limit for system capac-
ity). The scaling factor k may reflect, for example, the change
in traffic demand (e.g., described by the earlier defined
parameter d,) or the change in the amount of available time-
frequency resources K (e.g., when optimizing the resource
reuse in time and/or frequency such as defining certain sched-
uling patterns on a subset of resources).

Exploiting Property 5, and the properties of eigenvalues in
a linear system, one can derive that

e L1
maxiA} max{A%}

where max{A°} is the maximum eigenvalue of the cell load
coupling matrix H°, and max{f»} is the maximum eigenvalue
of the corrected cell load coupling matrix, i.e., H(p).

Measurements and Information Enabling Cell Load Cou-

pling Estimation

Below are some non-limiting example measurements and

information that may be used for obtaining the cell load
coupling characteristic:

Bearer rate corresponding to QoS, e.g., GBR, MBR or
AMBR, may be used for deriving traffic-related infor-
mation,

Absolute received signal strength in downlink or uplink
(e.g., RSRP in LTE downlink or CPICH RSCP for
UTRA downlink), measured by UE or a radio node,
respectively,

Relative received signal strength in downlink or uplink
(e.g., RSRP of a neighbor relative to the RSRP of the
serving cell), measured by UE or a radio node, respec-
tively,

Signal over noise (SNR),

Thermal noise power in downlink or uplink, measured by
UE or a radio node, respectively,

Downlink or uplink transmit power information, e.g.,
Maximum transmit power or a power class of a radio

node or UE,

Transmit power level of a radio node or UE, in general or
for certain time-frequency resources, channels or sig-
nals,

Relative Narrowband Tx Power (RNTP) signaled via X2
indicating, per physical resource block, whether
downlink transmission power is lower than the value
indicated by the RNTP Threshold

Transmit power offset (e.g., when the transmit power on
certain channels or time-frequency resources differs
from a reference transmit power which may be the
CRS transmit power),
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Absolute pathloss measurement in downlink or uplink,
measured by UE or a radio node (e.g., may be estimated
as a difference of the received signal strength and trans-
mit power)
Relative pathloss measurement in downlink or uplink,
measured by UE or radio node,
Load information or interference information in neighbor
cells, e.g., Load Indicator or High Interference Indica-
tion or High Interference Overload Indication signaled
via X2,
Radio resource status, such as that signaled via X2 for
downlink and uplink for indicating resource utilization
for GBR, non-GBR or all physical resource blocks,
Cell capacity information, e.g., Cell Capacity Class or Cell
Capacity signaled via X2, which may be used, e.g., for
setting the thresholds or estimating the cell load,
Transmission bandwidth, e.g., exchanged via X2,
Subframe alignment, e.g., exchanged via X2,
Frequency information, e.g., exchanged via X2,
Bit rate, e.g., as signaled via X2 in ITE where the bit rate
is the number of bits delivered by E-UTRAN in UL or to
E-UTRAN in DL within a period of time, divided by the
duration of the period,
Maximum bit rate, e.g., UE Aggregate Maximum Bit Rate
as signaled via X2.
The cell load coupling characteristic may be obtained, e.g.,
in a radio node or other network node, e.g., SON or central-
ized RRM node, or test equipment and the estimation in each
such node may concern one or more cells.
Further, the obtained cell load coupling characteristic may
be communicated via the relevant interface to another node
(e.g., a radio node or a network node such as SON or RRM
node) or UE. The load coupling characteristic of at least one
second cell received by a first cell from a radio node associ-
ated with the second cell or another network node may be
used e.g. for estimating cell load of the first cell or enhancing
RRM.
Using Cell Load Coupling Characteristics to Enhance
Radio Network Performance
The cell load coupling characteristics may be used stati-
cally, semi-statically or dynamically, for radio network plan-
ning, RRM, and for on-line or off-line optimization of radio
resource utilization in a radio network.
The methods described herein may comprise one or more
of:
Obtaining a cell load coupling characteristic of one or more
cells, (any of: serving, primary or neighbor cells) for one
or more frequency/carriet/RAT, where acquiring the
necessary information may be
via explicit signaling or relaying or deriving from radio
measurements,

for DL and/or UL radio communications,

performed by a radio network node (e.g., eNodeB, RNC,
home base station, etc.) or UE or a network node in
general (including SON node, O&M) or any coordi-
nating node;

Constructing a cell load coupling matrix for a set of cells;

Using the cell load coupling information for the following
operations
neighbor cell evaluation (as described herein),

QoS evaluation and control,
Load estimation, prediction, and control,
Radio network configuration evaluation;

Using the cell load coupling information for one or more of
the following functions:

Automatic Neighbor Relation (ANR) (as described
herein,
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Single- or multi-cell RRM (e.g., radio bearer control
(RBC), radio admission or congestion control, mobil-
ity and handover control, load balancing, dynamic
resource allocation and scheduling, and ICIC),

Radio network planning and optimization (e.g., SON,
O&M, radio network planning/optimization tools);

Using the cell load coupling information for optimizing

cell or transmit points or receive points (e.g., with RRUs

or multiple transmit/receive points sharing the same cell

ID) configuration (e.g., related to coverage/serving

range, cell load, amount of served traffic, QoS, number

of UEs, etc.) in heterogeneous deployments.

The methods above may be used for single-cell decisions
and/or for multi-cell decisions, although either of the two may
involve evaluations related to one or more cells: the con-
cerned cell(s) and/or neighbor cell(s).

Neighbor Cell Evaluation Based on Cell Load Coupling

Cell load coupling information may be used for neighbor
cell evaluation and categorizing neighbor into strong and
weak neighbors is based on cell load coupling.

According to one embodiment, a set of neighbor cells may
be divided into two subsets, namely, the subset of signifi-
cantly interfering neighbor cells (or simply, strong neighbors)
and the subset of less interfering neighbor cells (or simply,
weak neighbors). The selection criterion may be based on the
cell load coupling information. Thus, instead of classifying
neighbor cells either based on distance or received signal
strength, the neighbor cell classification is traffic-demand
driven and more realistically reflects the impact on the cell
load.

In one example, cell k is considered to be a strong neighbor
of cell i if the element H,,° exceeds a threshold, otherwise cell
k is a weak neighbor of cell i. It is worth noting that matrix H°
is generally not symmetric, which means that there may exist
a case when cell k is a strong neighbor of cell 1, whilst cell i is
not a strong neighbor of cell k. This aspect may further dis-
tinguish certain implementations of the proposed solutions
from existing solutions.

In another embodiment, the neighbor cells may be classi-
fied into more than two subsets, for example, by (1) using
more than one threshold (e.g., very strong neighbors, medium
neighbors and weak neighbors), or (2) combining the traffic-
demand driven criterion with another criterion (e.g., strong
neighbors with high traffic demand, strong neighbors with
low traffic demand and weak neighbors).

The cell load coupling information may also be used to
enhance the Automatic Neighbor Relation (ANR) function.
The purpose of ANR is to relieve the operator’s burden on
managing manually Neighbor Relations (NR). The ANR
function resides in the eNodeB and manages the conceptual
Neighbour Relation Table (NRT). Located within ANR, the
Neighbour Detection Function finds new neighbours and
adds them to the NRT. ANR also contains the Neighbour
Removal Function, which removes outdated NRs. The
Neighbour Detection Function and the Neighbour Removal
Function are implementation-specific. An NR in the context
of ANR is defined as follows: An existing NR from a source
cell to a target cell means that eNodeB controlling the source
cell (a) knows the ECGI/CGI and PCI of the target cell, (b) has
an entry in the Neighbour Relation Table for the source cell
identifying the target cell, and (c) has the attributes in this
NRT entry defined, either by O&M or set to default values. In
some embodiments, NRT is enhanced with the information
related to cell load coupling characteristic (which may also be
associated with at least one specific frequency and/or RAT),
which may potentially benefit also the SON function since it
may be used as an indicator of the impact of a change in the
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source cell on the target cell performance and vice versa. Such
information may also be indicative for the need to avoid that
the source cell and the target cell use the radio resources that
overlap in time and/or frequency. For example, non-overlap-
ping radio resources (e.g., restricted measurement subframes
or separate frequency subbands) may be used to avoid strong
disturbance in a cell with high traffic demand or high QoS
targets.

Single-Cell Decisions

In various embodiments, cell load coupling concepts may
be used to make single-cell decisions for network manage-
ment. A single-cell decision refers to a radio-resource utili-
zation related decision made by/for a single cell on a specific
carrier/frequency/RAT. Such decisions may still involve the
evaluation of the decision impact on other cells (e.g., due to
interference change). Multi-cell decisions concerning cells
with radio communications on fully orthogonal time-fre-
quency resources (e.g., in multi-carrier or multi-RAT system
with multi-cell decisions concerning at most one cell per
carrier/frequency/RAT, may be considered as single-cell
decisions.

Some examples of single-cell decisions are:
Bearer (re)configuration, e.g.,
Reconfiguring (increase or decrease) rate such as GBR or
MBR or AMBR,

UE/bearer admission control (admit or reject a UE service
request), e.g., in relation to

UE activation,

Handover to/from another carrier/frequency/RAT,

Carrier switching or new carrier configuration in a multi-

carrier system, with or without carrier aggregation,

New radio link establishment in multi-link communica-

tion, e.g, with CoMP, DAS, MIMO, etc.

UE/bearer dropping (to drop or not a radio link).

In the examples above, the impact of the positive decision
may be either increased interference towards neighbor cells
(e.g., when a new UE is admitted in a cell) or improved
interference conditions (e.g., when a connection is dropped).
In either case, estimating and predicting the amount of deg-
radation/gain may be important and may be assessed with the
help of the proposed solutions.

In summary, the scenarios addressed by this aspect may be
generalized to the following three categories of single-cell
changes:

adding a new link,

dropping a link,

reconfiguration of a link.

In some embodiments, a cell load coupling system may be
used to support an explicit determination of a single-cell
change impact. A change in a cell has two effects: direct and
indirect effect. The direct effect is the cell load change in the
cell where the change occurs, assuming no impact on other
cells and in turn their impact on cell i. The direct effect may be
described as the change of the function f,(p) to ,(p) for the
cell i where the change occurs, and the amount of the corre-
sponding change (measured as the cell load change) in this
cellis

normalizedDemand /i
Rate;(p)

A== P =0 s =

where Rate (p) may be calculated as in Equation (2) or may be
a practical rate, =1 when a new link (or UE) j in cell 1 is
added, 0<a<1 when e.g. the rate of the existing link (or UE)
jincellidecreases and the decrease is reflected in a, —1<a<0
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when e.g. the rate of the existing link (or UE) j in cell i
increases, and a=-1 when the existing link (or UE)j in cell i
is dropped. Further, it can be noted that the embodiment is not
limited to a single UE/bearer, but may also be adapted in a
straightforward way to multiple UEs/bearers, e.g.,

normalizedDemand;
Afi= ;]iwj. Rate;(p)
where I, is the set of UEs/bearers affected by the change.
Furthermore, UE/bearer j may also be an aggregate term, i.e.,
represent multiple UEs/bearers.

The global impact of a change in cell 1, including direct and
indirect effects, may be described by vector Ap=p-p, where p
is a solution to the changed system p=f(p), and p is the
solution to p=f(p). The global impact estimation is possible
when function vector f(p) is known, e.g., the information is
available in a controlling node or may be obtained from
neighbor cell k=i. Alternatively, an approximation of the total
impact Ap may be obtained when e.g. cell k can provide an
estimate of Af, in reply to the obtained estimated load change
Af,incelli.

When the change occurs in cell i, either Ap,>Af>0 or
Ap,<Af<0holds, so the direct effect (i.e., Af,) may beused as
an estimation of the minimum impact (cell load change in cell
1) induced by the change in cell i and may be easily obtained
since the demand and the current rate values are typically
known.

In some embodiments, cell load coupling information may
be used to approximate a single cell change impact. As pre-
viously discussed, function vector f(p) may be not always
known for a non-zero p in a node making the single-cell
decision. Furthermore, solving the system of non-linear equa-
tions may be not trivial. The cell load coupling information
may be used in such situations to approximate the impact of
the change.

By Property 5, the cell load coupling system (4) has a
solution, if and only if the linear equation system (6) has a
solution. Further, by Property 4, the solution to system (6),
i.e., p=H"p+1(0), gives a lower bound p~Z on the solution p to
the non-linear system (4).

With a single-cell change for UE/bearer j in cell i, neglect-
ing the change in f{0) which would typically be small, only
the row i of matrix H° changes, i.e., the changed matrix may
be represented as FA°=H+e,(H,°-H,°), where ¢, is a unit col-
umn vector with 1 as the i-th element, and (H,°-H,°) is a row
vector describing the change in the row i of matrix H° and
having elements

L
aj

0, k=i

0 a-In(2)-

0
Hy —Hy =

5

where
a=1 when a new link (or UE) j in cell i is added, O<a<1 when
e.g. the rate of the existing link (or UE) j in cell i decreases and
the decrease is reflected in ., -1 <a<0 when e.g. the rate of the
existing link (or UE) j in cell i increases, and a=—1 when the
existing link (or UE) j in cell i is dropped.

Using the Sherman-Morrison formula, while noting that
I-H°=1-H°-¢,(H1,°-H,°), the load solution p*? to the updated
system p=H°p+1f(0) may be found as follows,
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(1 - 1) 1
HLB _ LB | — i i (= HY e,
L—(A; - H)I - HO) e
or
~0
ApLB:pLB_pLB_ (Hi—HiO)pLB -(I—Ho)fle;.

- (B - HO)I - HO)Y ey

Note that the last equation requires knowing H° (i.e., the
matrix before the change) and the changed elements corre-
sponding to the cell where the change occurs (i.e., the infor-
mation that is likely to be available in this cell). The above
formula is a non-limiting example of how Ap*® may be
derived. Another example is a direct approach, e.g.,
ApEB=pt?_pLB=(1-[1°)~1£(0)- (1-H°)"'f(0). Without
neglecting the change in function f(0), one also gets
ApEB=p?_pLB=(1-F1°)~1§(0)-(1-H°)~*f(0). Which approach
is selected may depend on implementation, computational
complexity considerations, available information, etc.

In this case, we observe that 0<Ap™®<Ap, when >0, and
0>Ap™®=Ap, when <0, where Ap is the global impact of the
single-cell change in cell i on the load solution to the system
(4). Further, when 0<Ap™”, noting that p*®=<p and (I-
HO) e =(I-H°)' f{0)/F (0)=p/f,(0), and thus

-0
st o =

FO) = (] - H)p

where p is the load solution to system (4) without the single-
cell change, or the current load in the system. Deriving the
inequality for 0>Ap™Z is straightforward.

Note also that the single-cell change impact estimation
may be derived using the “corrected” cell load coupling
matrix. For example, the change in the upper bound may be
estimated, e.g., by Ap“P=p“Z—p "% where p“” may be found
as a solution to p:H(pA))~~(p—f))+f(f)) and p¥? may be found as
a solution to p=H(p)-(p—-p)+1(p).

In some embodiments, cell load coupling information may
be used to facilitate single-cell decisions based on impact
evaluation. Below we describe an example of a process for
making a single-cell decision based on the impact evaluation
by either explicit determination or approximation exploiting
the cell load coupling information.

To decide a single-cell change in cell i, the following
example steps may be executed:

1. Use the cell load coupling information to evaluate the

single-cell change, e.g.,

a. Obtain (F1,°-H,") for cell i,

b. Verify that p=F°p+f(0) is solvable and has a positive
solution (if yes, system (4) has also a feasible solution
and thus the single-cell change is feasible, although not
yet known whether it is acceptable),

Ifnot solvable, the single-cell change under evaluation is
not acceptable or needs further analysis by other
means,

If solvable, evaluate the single-cell change—find
A e.g., as one of the following:

single-cell’

© Agingle—cett = Ap, OF
LB

© Agingle—cett =Ap™, or

_ A UB
© Agingle—cett = Ap"7, or
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-continued
~0 0
0 Agingle—cell = M 0
O - (A, -H)p
2. Analyze A, ;. .., reflecting the impact of the single-cell
change, e.g., compare a function of A, ..;; to a thresh-
old, which may be a scalar or a vector, negative or positive,
as one or more of the following:

It Asmgle_censA(l), where A% is a threshold load vector,
accept the single-cell change in cell i under evaluation,
otherwise reject, and/or

It Asmgle_cen,isAi(z), where A,‘? is a threshold load for cell i,
accept the single-cell change in cell i under evaluation,
otherwise reject, and/or

If A, gre-con s <0, ki, where A, is a threshold load for

neighbor cell k, accept the single-cell change in cell i

under evaluation, otherwise reject, and/or
If F(Asingle—ceZZ)SA(4)5 Where F(Asingle-cell) may be the

length of load vector A, ;. .. and A “ may be a scalar,
accept the single-cell change in cell i under evaluation,
otherwise reject, and/or

p+ASl.ngle_ceHsA(5), i.e., the expected new load is within a

certain distance from the current one, accept the single-
cell change in cell i under evaluation, otherwise reject.

3. If the single-cell change in cell i is accepted, adopt the
single-cell change, e.g., accept UE/bearer, reconfigure the
bearer, or drop a bearer. Otherwise, reject the single-cell
change, e.g., do not admit the UE/bearer request, do not
reconfigure the evaluated bearer or do not drop the evalu-
ated bearer.

4. [Optional] Based on A, ;. ..» decide the next single-cell

change in cell i or other cell, e.g.,

to not admit more UE/bearers, or

perform admission control on another set of resources, or

change the rate of more bearers or drop more bearers, or

choose another bearer (e.g., with a higher traffic demand)
to drop when the achieved effect with the current single-
cell change is not sufficient.

Example Measurements for Facilitating Single Cell Deci-

sions

In various embodiments, the following measurements may
be collected and considered for making the types of single cell
decisions described above. In some embodiments, the cell
load coupling information for cell i may comprise one or
more of:

Traffic demand and/or service/bearer type or requested

Qos,

Available resources (e.g., the set or a number of available
RBs in frequency and time),

Rate information or received signal information (e.g.,
received signal in cell i, and relation between the
received signal strength of cell i and at least one other
cell k),

The set or at least the number of UEs/bearers served in cell
1,

When a correction factor is used (e.g., as explained in
above), interference-related information may also be
needed.

This information is typically available for UEs for which
celliis the serving cell. The neighbor cell related information
may be received, for example, from the UEs (DL measure-
ments) or from neighbor eNodeBs (UL measurements), such
as via X2, when the single-cell decision is made by the radio
node.

In some embodiments, the relation between signal
strengths may also be approximated (e.g., statistically) by an
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average or by the maximum difference configurable by the
network. Such information may be available, for example,
from the SON node or via O&M. A similar approximation
approach may be adopted for other parameters, including
traffic demand and received signal strength.

The single-cell decision is likely to be made in the radio
network node associated with the cell. In case it is to be made
by a coordinating node, the relevant information, as listed
above, may be signaled to the node making the decision.

To evaluate the impact of a single-cell change in cell 1, the
deciding node may also consider the current load of the cells
to be accounted for in the evaluation, as well as the cell load
coupling information associated with the change (e.g., the
predicted received signal power for the UE/bearer to be
admitted), the relation between the signals for the neighbor
cells, requested traffic demand or QoS, and/or other measure-
ments. For admission control, given that a UE in IDLE mode
may still perform related measurements and later report to the
radio node (e.g., with MDT), such measurements may be
made available and used by the deciding node when evaluat-
ing the impact of the requested change. For dropping or
reconfiguring bearers, at least the serving cell measurements
would typically be available to the serving cell. The necessary
neighbor cell measurements may be requested on the need
basis. Such information may be derived from the UE mea-
surements described above.

Multi-Cell Decisions

In some embodiments, cell load coupling information may
be used to enhance multi-cell decisions. A multi-cell decision
refers to a radio-resource utilization related decision made
by/for a multiple cells. For example, a radio resource optimi-
zation problem may inherently comprise multi-cell decision-
making. Examples of multi-cell decisions may include:

Intra-frequency handover (a UE is leaving one cell and

attempts to enter another cell),

Cell range optimization (more than one cells are affected,

since some cells hand UEs to other cells),

Load balancing,

Reconfiguration of a multi-leg connection on the same

frequency, e.g.,

A UE may have data communication links with more
than one cell or transmit/receive node (e.g., with DAS
or CoMP), and for the same overall target QoS for this
UE, increasing the rate of one link may imply a
change of the rate (ideally, reducing) of at least one
other link;

Inter-cell interference coordination (ICIC),

Radio network planning and optimization.

In summary, multi-cell decisions may be generalized as the
changes that involve adding/removing/reconfiguration of at
least one link in at least one cell and at the same time adding/
removing/reconfiguration of at least one link in at least one
other cell. Some examples of the scenarios are described in
more details below.

In some embodiments, cell load coupling information may
be used to enable UE handover. At a UE handover from one
cell to another cell on the same frequency, both cells are
impacted since a communication link would typically be
removed in the source cell and a new link established in a
target cell, if handover is accepted. The source eNodeB ini-
tiates the handover preparation by sending the HANDOVER
REQUIRED message to the serving MME. When the prepa-
ration, including the reservation of resources at the target side
is ready, the MME responds with the HANDOVER COM-
MAND message to the source eNodeB. The MME initiates
the procedure by sending the HANDOVER REQUEST mes-
sage to the target eNodeB.
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In the cell load coupling system, with one UE handover,
there is a change in the function vector f{(p) and in the matrix
H°. In particular, in the row corresponding to the target cell, a
new element j is added, similar to adding a new link in the
single-cell change. At the same time, in the row correspond-
ing to the source cell the element j corresponding to the UE in
handover is removed, again similar to removing a link in the
single-cell change. Further, it is noted that with source cell i
and target cell 1, the changes in row 1 are as follows,

lk_/
_ —n) Lk i
A - HY ={ a;

0, k=1
whilst in row 1, the changes are
lk_/
o, |- ket
Hy - Hy = >
0, k=1
where
oo B _ Pigy
i Pigy  Pgy w

for k=i, k=l. The latter implies that if the cell load coupling
information is known in the source cell for cell i and cell k,
then the cell load coupling information for the same UE may
be derived for the target cell 1 and cell k; and the relation

Pigi
Pigy

would typically be known in the source cell. Thus, the present
disclosure provides means in the source cell to estimate the
impact of a requested handover (e.g., before sending the
HANDOVER REQUIRED message to MME). Such predic-
tion in the source node allows for reducing the probability of
requesting handover which is likely to be rejected or may
have an undesirable effect on the source/target cell or the
network in general.

In another embodiment, such prediction or handover
impact estimation may be performed for more than one UEs
that are in handover from one cell i to another cell 1. The
changes in the corresponding rows are the sums of cell load
coupling characteristics for the group of UEs. Estimation for
a group of UEs may also be very useful when a decision on
shutting off the source cell i and handing over its UEs to a
neighbor cell 1 is to be evaluated.

In some embodiments, cell load coupling information may
be used to enable load balancing and ICIC. Because handover
may also be used for load balancing and ICIC, the basic
principle above applies also for load balancing and ICIC. For
example, the described principle allows for a quick evaluation
of'the cell range offset between two cells to enable cell range
optimization.

Further, capacity evaluation methods based on cell load
coupling information, may also be used to decide the resource
reuse in time and/or frequency domain (e.g., when deciding
ABS patterns in heterogeneous networks).

As shown in FIG. 8, the example positioning server
includes a processor, a memory, a network interface, and an
antenna. In particular embodiments, some or all of the func-
tionality described above as being provided by a coordinating
node may be provided by the node processor executing
instructions stored on a computer-readable medium, such as
the memory shown in FIG. 8. Alternative embodiments of the
positioning server may include additional components
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responsible for providing additional functionality, including
any of the functionality identified above and/or any function-
ality necessary to support the solution described above.

FIG. 8 is a block diagram illustrating a communication
device configured for participating in cell load coupling,
according to some embodiments. Apparatus 800 comprises
data storage system 805, data processing system 820, and
network interface 825 operable to communicate over a net-
work, such as radio communications network 830. In various
embodiments, radio communications network 830 may be
simulated, emulated or may be a network with true radio
propagation, and communications device may be a simula-
tion program or its module, may be an emulation device, or
may be a true communications device.

In embodiments where data processing system 820
includes a microprocessor, computer readable program code
815 may be stored in a computer readable medium 810, such
as, but not limited, to magnetic media (e.g., a hard disk),
optical media (e.g., a DVD), memory devices (e.g., random
access memory), etc.

In some embodiments, computer readable program code
815 is configured such that when executed by a processor,
code 815 causes the apparatus 800 to implement cell load
coupling functionality, as described herein. In other embodi-
ments, apparatus 800 may be configured to perform steps
described above without the need for code 815. For example,
data processing system 820 may consist merely of specialized
hardware, such as one or more application-specific integrated
circuits (ASICs). Hence, the features of the present invention
described above may be implemented in hardware and/or
software. For example, in some embodiments, the functional
components of apparatus 800 described above may be imple-
mented by data processing system 820 executing computer
instructions 815, by data processing system 820 operating
independent of any computer instructions 815, or by any
suitable combination of hardware and/or software.

APPENDIX A
Mathematical Proofs of Properties
Proof of Property 1
The proof'is given for function f,,. By adapting the indices,
the proof is valid for any cell. In the proof, notation u=U, (p)
is used. The value of u varies by j. Index j is omitted because

there is no ambiguity in the forthcoming equations. For func-
tion f,, the Hessian element for cells k and h is given in

Equation (A.1).
[ —Qu+ l)ln(l + - )]

@+]W+4

In the rest of the proof, the following notation is used.

ln(l + = )q(u)

[lnz(l + - )(142 + 14)]2

—Qu+ l)ln(l + %)

Function q(u) has the following first and second order
derivatives in u.

(A1)

Inf1
oyt

jedi

BP Bph

v, =In2)———————

g(u) =
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1
u+l

1 1
q' (W) = —Zln(l + —) + -+
u u

T

From the first equation above, lim,,_,..q'(1)=0. From the
second equation, q"(u)<0, v>0, which implies that q'(u) is
strictly decreasing in u for u>0. By these results, q'(u)>0, u>0.
This proves q(u) is strictly increasing in u for u>0. The func-
tion q(u) is negative for u=1.0. At limit, the function has the

property

1y* 1y* 1
LMy e g(#) = 2 — limy o0 ln[(l + —] (1 + —] (1 + —]] =0.
u u u

As a result, q(u)<0, u>0. By definition of u, uzc,; which is a
strictly positive number. Consequently the Hessian element
in Equation (A.1) is well-defined and negative for all non-
negative load vector p, as v,<0, Vjel,. Define vector w=

(b,15 - - -+ b,iu_1yy)" The Hessian matrix equals

jed; Y

For any non-zero and real-numbered vector x of dimension
n-1,

v Vi T
xT( E —ijwj-]x = —J(W}-x) wj-x < 0.
a; E a;
Py i
i Jjel;

This proves that the Hessian matrix is negative definite for all
non-negative load vector p, and the function is strictly con-
cave.

Proof of Property 2

For this proof, notation u=U,(p) is used. The second ratio
in the first-order partial derivative in Equation (5) equals the
expression given below.

w1+ i]ln(li i)ln(l N i]

1
1y 1y 1y 1
1n(1+—] 1n(1+—] +1n(1+—] 1n(1+—]
u u u u

When p,—c0, the expression converges to one, because

1 i
limy e ln(l + —] =e
u

and u is linear in p,. The result proves the property.
Proof of Property 3
Consider any load solution p to the system. For cell i,

pi:‘fi(pls L | pi—ls pi+1s L | pn) FOI' any (X.E(O,l),
FoPrs - o o5 Pacts Pists + - -5 PITFLOP1 - o Pits
Piv1s -+ s pn))+0(l_a)>a‘fi(pls vy Pis1s Pigrs - v s pn)+(l_
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a)f(0) because of strict concavity (Property 1). Because
F0)>0and p,=f Py, - - sPi_1> Pis1s - - - » P,o) it s proven that
TP - s Picts Prats - - > PR)>OP, o

The next step of the proof uses contradiction. Suppose
there are two different solutions p* and p2. Let

ol

m = argnin, s,
:

and

_fn

/\_przn.

Suppose first A<1. Then Ap><p’. Because the load fanction is
strictly increasing in the domain of p=0, f, (Ap?)<f,,(p1). By
the result earlier in the proof, Ap,,><f,,(Ap>). These inequali-
ties lead to Ap,><f (p'). Because f, (p")=p,, the result
contradicts the assumption

_fn

/\_przn.

Supposing A>1 and switching the roles of p* and p* gives a
contradiction of the same type. As a result, A=1, and the
Property is proven.

Proof of Property 4

For any cell i, the difference between f,(p) and the linear
function defined for the cell is given by the following expres-
sion.

1
=7 ajlog|1 + ———
' [ > bgpx +cy
keNk+i

1

1
ajlogz(l + c_]

1

In(2)

Z bippr —

a.
I keNk#i

Define

V= Z Diji i -

keN k+i

As a>0, proving the above expression is non-negative for
each j is equivalent to the inequality below.

1
=)
v +cjj

—vIn(2) =
logz(l +

! 1
n(Z)[ T
ln(l +
v+
The inequality holds for v=0. The next step is to prove

1

1
ln(l +

-v
v+c;j]

is increasing in v for v=0. Consider the derivative of the
expression in v. That the derivative is non-negative is equiva-
lent to the following inequality, in which u=v+c,;.
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1 A2
q(u) = u(u + 1)1n2(1 + ;] =<1, for u =z cy. @2

Three facts apply to the expression given in (A.2). First,
lim,,_,,+q(u)=0, implying the existence of some positive u,
u=c,, that satisfies (A.2). Second, lim,_,.q(u)=1. Third,
q'(w)=0 for u>0. The last fact is because

q' (W) = ln(l + é)((2u+ l)ln(l + %] —2),

in which the first term is positive, and the second term is
proven to be positive in the proof of Property 1. By the three
facts, q(u) grows monotonically from an arbitrary small posi-
tive number and converges to one at the limit. This proves the
validity of (A.2).

Proof of Property 5

In the following, Property 5 is stated in two separate parts,
necessary condition and sufficient condition, and a proof for
each of the two parts is specified. Property 5.1 (necessary
condition). Ifthe load coupling system (4) has a solution, then
the linear equation system (6) has also a solution.
Proof. By the assumption in Property 5.1, there exists a
unique solution p*>0 with p*=f(p*). By Property 4, Hop*+f
(0)=p*. Itimplies that {H°p+{(0)=p, p=0} is a non-empty set.
Hence the linear programming optimization formulation
{min e”p, H%p+{(0)=p, p=0}, where e is the column vector of
ones of dimension n, admits at least one optimum. Any opti-
mum to the optimization formulation must satisfy H°p+
f(0)=p with equality, otherwise optimality is contradicted.
Hence (6) has a solution. The uniqueness of the solution
follows from the construction of the proof of Property 3, by
which also p=H°p+f(0) has at most one solution in R,”.
Property 5.2 (sufficient condition). If the linear equation sys-
tem (6) has a solution, then the load coupling system (4) has
a solution.
By the assumption in Property 5.2, there exists p”>0 with
p°=Hp°+{(0). Let p=hp°, where A>1 is a scalar. Then
p>H°p+(0). By this strict inequality, there exists a small real
number €>0, such that inequality remains to hold, possibly
with equality, if € is added to all the non-diagonal elements of
H°, that is, p=Hp+1{0), where H*=H+¢. Hence Bp=pHp+
f(0) for any scalar p>1. The next part of the proof compares
the right-hand side of this inequality to the cell load function
f for vector pp, when p—co. For any cell i, the difference
between the two functions, without the constant term f,(0), is
given by the following expression.

2

jed;

1 (A.3)

Z buip B~ 1 +
KENk#i 1,.[1 ¥ 7]

In(2)

aj

2 byp B+cy
ke

In(2)by;
3 2 “ﬁk]ﬁ

a
[keN,k# jed; J

In (A.3), the f-dependent term within the brackets has the

form
1 1)

where b and ¢ are two positive constants. For this term,

—C.

. 1 1
081 /(14 5] =5
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The last term in (A.3) grows linearly in . Hence (A.3)
approaches infinity when p—c. Consequently

limgoe >, HEBP+ (O = i(Bp) > co.

keN k+i

This proves the existence of 6?0 with pp=fHp+H(0)>f(fp).
Hence the set {f(p)=p, 0=p=Pp} is non-empty. By construc-
tion, this set is compact. Hence the optimization problem
defined as {min e”p, f(p)=p, 0=p=Pp}, where e is the column
vector of ones of dimension n, has at least one optimal solu-
tion by Weierstrass theorem in optimization theory. Any opti-
mum to the problem must satisfy f(p)=p, otherwise optimal-
ity is contradicted. Hence it is proved that the cell load
coupling system has a solution.

The invention claimed is:

1. A method for use in determining a coupling character-
istic in a radio communications network comprising a plural-
ity of cells, including a plurality of radio network nodes
associated with the cells, the method comprising:

a network node processor determining a cell load coupling
characteristic between a first and second of the plurality
of cells, the determining being based on one or more
reports received over the radio communications net-
work, the one or more reports including a cell load
contribution that is dependent on:

a measurement of a signal received by a wireless commu-
nication device of the first cell from a transmitting radio
network node of the first cell;

a measurement of a signal received by the wireless com-
munication device of the first cell from a transmitting
radio network node of the second cell; and

a measurement of traffic between the wireless communi-
cation device and the transmitting radio network node of
the first cell,

wherein the measurement of traffic comprises a product of
the total number of resource units and bandwidth per
resource unit of the first cell divided by the traffic
demand for the first cell.

2. The method of claim 1, wherein:

the signal measurement comprises respective absolute or
relative received power levels of the signals; and

the measurement of traffic comprises traffic demand, a
quality of service demand, a user subscription rate, a
bearer service rate, target bitrate, maximum bitrate, or a
relationship between a traffic demand of a wireless com-
munication device served by the first cell and one or
more resources of the first cell.

3. The method of claim 1, wherein the network node pro-
cessor is included in a radio network controller (RNC), a
self-organizing network (SON) node, or an operations and
maintenance (O&M) node.

4. The method of claim 1, wherein the cell load contribu-
tion is an aggregate component reflecting contributions of
multiple user equipment devices or bearers.

5. The method of claim 1, further comprising: signaling the
cell load coupling characteristic to another network node.

6. The method of claim 1, further comprising:

collecting respective cell load coupling characteristics for
couples of the plurality of cells.

7. The method of claim 1, further comprising performing
one or more of the following operations based on the deter-
mined cell load coupling characteristics: neighbor cell evalu-
ation, QoS evaluation and control, load estimation, load pre-
diction, load balancing, capacity estimation, inter-cell
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interference coordination, handover, cell range control,
admission control, congestion control, or radio network con-
figuration evaluation.

8. The method of claim 1, further comprising performing
one or more of the following operations based on the deter-
mined cell load coupling characteristics:

optimizing a heterogeneous network deployment, by using

the cell load coupling characteristic for optimizing cell
configuration, optimizing transmit points configuration,
or optimizing receive points configuration; or
creating a neighbor categorization, wherein creating the
neighbor categorization comprises: identifying, based
on one or more cell load coupling characteristics, a first
group of the plurality of cells that significantly impact
the first cell and a second group of the plurality of cells
that do not significantly impact the first cell; or

making a single-cell radio-resource utilization decision for
the first cell, wherein making the single-cell decision
comprises: using the cell load coupling characteristic to
evaluate a single-cell change due to an event for the first
cell, comparing the single-cell change to a threshold,
and adopting or rejecting the single-cell change depen-
dent on the comparing to the threshold; or

making a multi-cell radio-resource utilization decision for

two or more of the plurality of cells, wherein the multi-
cell radio-resource utilization decision comprises one or
more of: intra-frequency handover, cell range optimiza-
tion, load balancing, reconfiguration of a multi-leg con-
nection on the same frequency, inter-cell interference
coordination, or radio network planning and optimiza-
tion actions.

9. The method of claim 1, further comprising:

determining a cell load coupling matrix.

10. The method of claim 9, wherein the cell load coupling
matrix is used for one or more of:

calculating a cell load of one or more of a plurality of cells

of the wireless communication network;

estimating the existence of a load solution;

estimating the feasibility of a network configuration; or

performing at least one or more network management

functions.

11. The method of claim 9, wherein the determining is
based on one or more of the following cell-load coupling
system properties: (1) concavity, (2) asymptotic rate of load
growth; (3) uniqueness of the load solution; (4) lower bound-
ing; (5) existence of the load solution; and (6) upper bound-
ing.

12. The method of claim 1, further comprising performing
one or more network management functions on the radio
communications network based on the determined cell load
coupling characteristics, wherein the performing the one or
more network management functions is dependent on one or
more of the following cell-load coupling system properties:
(1) concavity, (2) asymptotic rate of load growth; (3) unique-
ness of the load solution; (4) lower bounding; (5) existence of
the load solution; and (6) upper bounding.

13. The method of claim 12, wherein the performing the
one or more network management functions is further depen-
dent on (7) a solution existence for a constrained cell-load
coupling system.

14. The method of claim 1, further comprising performing,
based on the determined cell load coupling characteristics:

optimizing a heterogeneous network deployment, by using

the cell load coupling characteristic for optimizing cell
configuration, optimizing transmit points configuration,
or optimizing receive points configuration.
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15. The method of claim 1, further comprising performing,
based on the determined cell load coupling characteristics:

creating a neighbor categorization, wherein creating the
neighbor categorization comprises: identifying, based
5 on one or more cell load coupling characteristics, a first
group of the plurality of cells that significantly impact
the first cell and a second group of the plurality of cells

that do not significantly impact the first cell.
16. The method of claim 1, further comprising performing,

19 pased on the determined cell load coupling characteristics:
making a single-cell radio-resource utilization decision for
the first cell, wherein making the single-cell decision
comprises: using the cell load coupling characteristic to
15 evaluate a single-cell change due to an event for the first

cell, comparing the single-cell change to a threshold,
and adopting or rejecting the single-cell change depen-
dent on the comparing to the threshold.

17. The method of claim 1, further comprising performing,

20 based on the determined cell load coupling characteristics:

making a multi-cell radio-resource utilization decision for
two or more of the plurality of cells, wherein the multi-
cell radio-resource utilization decision comprises one or
more of: intra-frequency handover, cell range optimiza-

25 tion, load balancing, reconfiguration of a multi-leg con-
nection on the same frequency, inter-cell interference
coordination, or radio network planning and optimiza-
tion actions.

18. An apparatus for use in a radio communications net-

30 work, the apparatus comprising:

a processor configured to use a cell load contribution to
determine a cell load coupling characteristic between a
first and second of a plurality of cells of a radio commu-
nications network, wherein the cell load contribution

35 depends on:

a measurement of a signal received by a wireless commu-
nication device of the first cell from a transmitting radio
network node of the first cell;

a measurement of a signal received by the wireless com-

40 munication device from a transmitting radio network
node of the second cell; and

a measurement of traffic between the wireless communi-
cation device and the transmitting radio network node of
the first cell,

45  wherein the measurement of traffic comprises a product of
the total number of resource units and bandwidth per
resource unit of the first cell divided by the traffic
demand for the first cell.

19. The apparatus of claim 18, wherein:

50 the signal measurement comprises respective power levels
of the signals; and

the measurement of traffic comprises traffic demand, a
quality of service demand a user subscription rate, a
bearer service rate, target bitrate, maximum bitrate, or a

55 relationship between a traffic demand of a wireless com-
munication device served by the first cell and one or
more resources of the first cell.

20. The apparatus of claim 18, wherein the apparatus is a
component of a radio base station, a radio network controller

60 (RNC), a self-organizing network (SON) node, or an opera-

tions and maintenance (O&M) node.

21. The apparatus of claim 18, wherein the cell load con-
tribution comprises an aggregate component reflecting con-
tributions of multiple user equipment devices or bearers.

65  22. The apparatus of claim 18, wherein the processor is

further configured to signal the cell load coupling character-
istic to another network node.
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23. The apparatus of claim 18, wherein the processor is
further configured to collect respective cell load coupling
characteristics for couples of the plurality of cells.

24. The apparatus of claim 18, wherein the processor is
further configured to perform one or more of the following
operations based on the determined cell load coupling char-
acteristics: neighbor cell evaluation, QoS evaluation and con-
trol, load estimation, load prediction, load balancing, capac-
ity estimation, inter-cell interference coordination, handover,
admission control, congestion control, or radio network con-
figuration evaluation.

25. The apparatus of claim 18, wherein the processor is
further configured to perform one or more of the following
operations based on the determined cell load coupling char-
acteristics:

optimizing a heterogeneous network deployment, by using

the cell load coupling characteristic for optimizing cell
configuration, optimizing transmit points configuration,
or optimizing receive points configuration; or
creating a neighbor categorization, wherein creating the
neighbor categorization comprises: identifying, based
on one or more cell load coupling characteristics, a first
group of the plurality of cells that significantly impact
the first cell and a second group of the plurality of cells
that do not significantly impact the first cell; or

making a single-cell radio-resource utilization decision for
the first cell, wherein making the single-cell decision
comprises: using the cell load coupling characteristic to
evaluate a single-cell change due to an event for the first
cell, comparing the single-cell change to a threshold,
and adopting or rejecting the single-cell change depen-
dent on the comparing to the threshold; or

making a multi-cell radio-resource utilization decision for

two or more of the plurality of cells, wherein the multi-
cell radio-resource utilization decision comprises one or
more of: intra-frequency handover, cell range optimiza-
tion, load balancing, reconfiguration of a multi-leg con-
nection on the same frequency, inter-cell interference
coordination, or radio network planning and optimiza-
tion actions.

26. The apparatus of claim 25, wherein the performing the
one or more operations is dependent on one or more cell-load
coupling system properties chosen from: (1) asymptotic rate
of'load growth; (2) uniqueness of the load solution; (3) lower
bounding; (4) existence of the load solution; (5) upper bound-
ing; (6) concavity.

27. The apparatus of claim 26, wherein the performing the
one or more operations is further dependent on (7) a solution
existence for a constrained cell-load coupling system.

28. A non-transitory computer-readable storage medium
storing program instructions executable by a processor oper-
ating in a network including a plurality of radio network
nodes associated with the cells, wherein the instructions are
configured to cause the processor to:

10
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40
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determine a cell load coupling characteristic between a first
and second of the plurality of cells, the determining
being based on a cell load contribution that is dependent
on:

a measurement of a signal received by a wireless commu-
nication device of the first cell from a transmitting radio
network node of the first cell;

a measurement of a signal received by the wireless com-
munication device from a transmitting radio network
node of the second cell; and

a measurement of traffic between the wireless communi-
cation device and the transmitting radio network node of
the first cell,

wherein the measurement of traffic comprises a product of
the total number of resource units and bandwidth per
resource unit of the first cell divided by the traffic
demand for the first cell.

29. The non-transitory computer-readable medium of
claim 28, wherein the instructions are further configured to
cause the processor to determine a cell load coupling matrix.

30. The non-transitory computer-readable medium of
claim 28, wherein the instructions are further configured to
cause the processor to perform one or more network manage-
ment functions on the radio communications network based
on the determined cell load coupling characteristics.

31. The non-transitory computer-readable medium of
claim 28, wherein the one or more network management
functions comprises any one or more of:

optimizing a heterogeneous network deployment, by using
the cell load coupling characteristic for optimizing cell
configuration, optimizing transmit points configuration,
or optimizing receive points configuration; or

creating a neighbor categorization, wherein creating the
neighbor categorization comprises: identifying, based
on one or more cell load coupling characteristics, a first
group of the plurality of cells that significantly impact
the first cell and a second group of the plurality of cells
that do not significantly impact the first cell; or

making a single-cell radio-resource utilization decision for
the first cell, wherein making the single-cell decision
comprises: using the cell load coupling characteristic to
evaluate a single-cell change due to an event for the first
cell, comparing the single-cell change to a threshold,
and adopting or rejecting the single-cell change depen-
dent on the comparing to the threshold; or

making a multi-cell radio-resource utilization decision for
two or more of the plurality of cells, wherein the multi-
cell radio-resource utilization decision comprises one or
more of: intra-frequency handover, cell range optimiza-
tion, load balancing, reconfiguration of a multi-leg con-
nection on the same frequency, inter-cell interference
coordination, or radio network planning and optimiza-
tion actions.



UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. 19,179,363 B2
APPLICATION NO. 1 13/495612
DATED : November 3, 2015
INVENTOR(S) : Siomina et al.

Page 1 of 1

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

In the Specification:

o b
In(2)- k£l
aj .
In Column 31, Line 17, delete D’ k=1 ” and
by,
J n(2)- % k1
Fas
l h |
insert -- 0, k=1 --, therefor.
) P i ik ) Pg s h
In Column 31, Line 22, delete « = =¥ ” and insert -- ~ {S# --, therefor.
Signed and Sealed this

Twentieth Day of December, 2016

Dhecbatle X Zea

Michelle K. Lee
Director of the United States Patent and Trademark Office



